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Данное учебное пособие предназначено для студентов факультетов информатики и вычислительной техники по дисциплине «Английский язык». В пособие  есть технические тексты  по данной специальности и тексты для дополнительного чтения , аннотирования и обсуждения. Языковой материал подобран для изучения и закрепления специальной лексики будущих специалистов.

Целью пособия является обучение чтению, переводу и аннотированию  текстов по профессиональной тематике по специальностям ИТ.

Большое значение придается  углубленному  профессионально ориентированному чте​нию и практическому применению иностранного языка в профессиональной деятельности. Задачей пособия является  обучение студентов чтению и пониманию специальной литературы для ознакомления с последними мировым научными достижениями в их профессио​нальной сфере и для профессионального роста.

Пособие содержит тексты на английском языке и задания к ним, направленные на тренировку  навыков чтения и понимания текстов и устной речи по специальности. Пособие способствует выработке у студентов иноязычной профессиональной коммуникативной компетенции . Работа с текстами  в пособии поможет студентам  овладеть английской терминологией в профессиональной области и достигнуть ее усвоения; узнать специфику перевода терминов на родной и иностранный языки; быстро улавливать  основную идею теста и его детали; уметь находить нужную информацию в тексте и делить текст на смысловые части; выделять, анализировать и резюмировать специальную и профессионально значимую информацию, уметь кратко обобщать 

TEXT I. THE EARLY YEARS TEXT
Until the late 1970s, the computer was viewed as a massive ma​chine that was useful to big business and big government but not to the general public. Computers were too cumbersome and expensive for private use, and most people were intimidated by them.

As technology advanced, this was changed by a distinctive group of engineers and entrepreneurs who rushed to improve the designs of then current technology and to find ways to make the computer attractive to more people.
Although these innovators of computer technology were very different from each other, they had a com​mon enthusiasm for technical innovation and the capacity to fore​see the potential of computers. This was a very competitive and stressful time, and the only people who succeeded were the ones who were able to combine extraordinary engineering expertise with progressive business skills and an ability to foresee the needs of the future.

Much of this activity was centered in the Silicon Valley in north​ern California where the first computer-related company had locat​ed in 1955. That company attracted thousands of related business​es, and the area became known as the technological capital of the world. Between 1981 and 1986, more than 1000 new technology-oriented businesses started there. At the busiest times, five or more new companies started in a single week. The Silicon Valley attracted many risk-takers and gave them an opportunity to thrive in an atmosphere Where creativity was expected and rewarded.
  Robert Noyce was a risk-taker who was successful both as an engi​neer and as an entrepreneur. The son of an Iowa minister, he was informal, genuine, and methodical. Even when he was running one of the most successful businesses in the Silicon Valley, he dressed informally and his office was an Open cubicle that looked like everyone else's. A graduate of the Massachusetts Institute of Technology (MIT), he started working for one of the first com​puter-related businesses in 1955. While working with these pio​neers         of computer engineering, he learned many things about com​puters and business management.
As an engineer, he co-invented the integrated circuit, which was the basis for later computer design. This integrated circuit was less than an eighth of an inch square but had the same power as a transistor unit that was over 15 inches square or a vacuum tube unit that was 6.5 feet square. As a businessman, Noyce co-founded Intel, one of the most successful companies in the Silicon Valley and the first company to introduce the microprocessor. The micro​processor chip became the heart of the computer, making it pos​sible for a large computer system that once filled an entire room to be contained on a small chip that could be held in one's hand. The directors of Intel could not have anticipated the effects that the microprocessor would have on the world. It made possible the in​vention of the personal computer and eventually led to the birth of thousands of new businesses. Noyce's contributions to the develop​ment of the integrated circuit and the microprocessor earned him both wealth and fame before his death in 1990. In fact, many people consider his role to be one of the most significant in the Silicon Valley story.
The two men who first introduced the personal computer (PC) to the marketplace had backgrounds unlike Robert Noyce's. They had neither prestigious university education nor experience in big busi​ness. Twenty-year-old Steven Jobs and twenty-four-year-old Stephen Wozniak were college drop-outs who had collaborated on their first project as computer hobbiests in a local computer club. Built in the garage of Jobs's parents, this first personal computer uti​lized the technology of Noyce's integrated circuit. It was typewriter-sized, as powerful as a much larger computer, and inexpensive to build. To Wozniak the new machine was a gadget to share with other members of their computer club. To Jobs, however, it was a product with great marketing potential for homes and small businesses. To raise the $1300 needed to fill their first orders Jobs sol| his Volkswagen bus and Wozniak sold his scientific calculator Wozniak built and delivered the first order of 100 computers in ten days. Lacking funds, he was forced to use the least expensive materials, 
the fewest chips, and the most creative arrangement of com​ponents. Jobs and Wozniak soon had more orders than they could fill with their makeshift production line.

Jobs and Wozniak brought different abilities to their venture: Wozniak was the technological wizard, and Jobs was the entrepreneur. Wozniak designed the first model, and Jobs devised its applications and attracted interest from investors and buyers. Wozniak once admitted that without Jobs he would never have considered selling the com​puter or known how to do it. "Steve didn't do one circuit, design or piece of code. He's not really been into computers, and to this day he has never gone through a computer manual. But it never crossed my mind to sell computers. It was Steve who said, 'Let's hold them up and sell a few.'"

From the very beginning, Apple Computer had been sensitive to the needs of a general public that is intimidated by high technology. Jobs insisted that the computers be light, trim, and made in muted colors. He also insisted that the language used with the computers be "user-friendly" and that the operation be simple enough for the average person to learn in a few minutes. These features helped convince a skeptical public that the computer was practical for the home and small business. Jobs also introduced the idea of donating Apple Computers to thousands of California schools, thereby indi​rectly introducing his product into the homes of millions of stu​dents. Their second model, the Apple II, was the state-of-the-art PC in home and small business computers from 1977 to 1982. By 1983 the total company sales were almost $600 million, and it controlled 23 percent of the worldwide market in personal 
As the computer industry began to reach into homes and small businesses around the world, the need for many new products for the personal computer began to emerge. Martin Alpert, the founder of Tecmar, Inc., was one of the first people to foresee this need. When IBM released its first personal computer in 1981, Alpert bought the first two models. He took them apart and worked twen​ty-four hours a day to find out how other products could be at​tached to them. After two weeks, he emerged with the first com​puter peripherals for the IBM PC, and he later became one of the most successful creators of personal computer peripherals. For example, he designed memory extenders that enabled the comput​er to store more information, and insertable boards that allowed people to use different keyboards while sharing the same printer. After 1981, Tecmar produced an average of one new product per week.

Alpert had neither the technical training of Noyce nor the com​puter clubs of Jobs and Wozniak to encourage his interest in com​puter engineering. His parents were German refugees who worked in a factory and a bakery to pay for his college education. They insisted that he study medicine even though his interest was in electronics. Throughout medical school he studied electronics pas​sionately but privately. He became a doctor, but practiced only part time while pursuing his preferred interest in electronics. His first electronics products were medical instruments that he built in his living room. His wife recognized the potential of his projects before he did, and enrolled in a graduate program in business manage​ment so she could run his electronics business successfully. Their annual sales reached $1 million, and they had 15 engineers work​ing in their living room before they moved to a larger building in 1981. It wasn't until 1983 that Alpert stopped practicing medicine and gave his full attention to Tecmar. By 1984 Tecmar was valued at $150 million.

Computer technology has opened a variety of opportunities for people who are creative risk-takers. Those who have been success​ful have been alert technologically, creatively, and financially. They have known when to use the help of other people and when to work alone. Whereas some have been immediately successful, others have gone unrewarded for their creative and financial in​vestments; some failure is inevitable in an environment as compet​itive as the Silicon Valley. Rarely in history have so many people been so motivated to create. Many of them have been rewarded greatly with fame and fortune, and the world has benefited from this frenzy of innovation.

I. Find in the text the English equivalents to:

рассматривать как; слишком дорогая; для личного пользования. существующая тогда технология; 
сделать привлекательным; предвидеть потенциал; технические знания; одеваться неформально; менее одной восьмой дюйма; значительная роль; выполнять заказы; испытывать недостаток в фондах; быть вынужденным; самодельный (временный) конвейер; приходить в голову; чувствительный к нуждам; убедить скептиков; тем самым; дать возможность; съемные платы; поддержать интерес к; немецкие беженцы; ежегодная продажа; тогда как; конкурентная среда; неизбежные неудачи; вознаграж​денные славой и богатством.

II. True or false?

1.  Robert Noyce graduated from a prestigious university and gained engineering expertise before he devised the integrated circuit.

2.  Robert Noyce was one of the pioneers of the computer industry.

3.  The microprocessor influenced the world in ways that its inventors did not foresee and subsequently led to the invention of the inte​grated circuit.

4. Stephen Wozniak and Steven Jobs used the state-of-the-art technol​ogy developed by Robert Noyce when they devised the first per​sonal computer.

5.  When Wozniak designed the first model of the PC, he did not plan to market it to the general population.

6. Jobs did not want the PC to be as intimidating to the general public as previous computers were, so he insisted that it include features that were practical and attractive.

7. The Apple Computer company sold their computers to thousands of American schools at discounted rates, thereby introducing their product into the homes of millions of students.

8.  Martin Alpert foresaw that the success of the first IBM personal computer was inevitable, so he bought the first two models and devised ways to change them.

9.  Martin Alpert's wife was skeptical about the potential of her hus​band's technical innovations.

10. Alpert's interest in technology was more passionate than his interest in medicine.
II. Translate into English:

НАСТУПЛЕНИЕ ПЕРСОНАЛЬНЫХ КОМПЬЮТЕРОВ

В 70-е годы появляются персональные компьютеры. Прежде всего, Apple. Компьютер пришел к человеку. И хотя мощность первых Apple была несравнимо меньше, чем у IBM, компьютер стал ближе и понятнее. Кстати, именно тогда были реализованы основные принципы многооконного интерфейса, которые позднее будут восприняты оболочкой Windows. Компьютер стал «думать» о человеке, о его удобствах, а не только о том, как бы быстрее посчитать. 
От последовательности, когда человек готовит задание, а компьютер задание выполняет, был совершен переход к парал​лельной работе человека и компьютера.

 Фирма IBM, как и всякая огромная империя, оказалась очень неповоротлива: поначалу она даже не обратила внимания на пер​сональный компьютер. Но когда объемы продаж Apple стали обвально нарастать, в IBM постепенно поняли, что упускают со​вершенно новый сегмент рынка. Последовал «огромный неуклюжий скрипучий поворот руля», и вместе с Microsoft IBM выбросила на рынок миллион (sic) компьютеров PC. Это про​изошло в 1981 году. Тогда и началась современная компьютерная эра. В этот некруглый год компьютер вошел в офисы и дома и расположился там, наверное, навсегда.

Это период резвого младенчества персональных компьютеров. Операционные системы возникают десятками. Чуть ли не каждая компания, производившая компьютеры, считала долгом чести создать свою. Основным языком программирования стал Бейсик ‒ язык очень простой и доступный. Всякий человек, посвятивший пару месяцев его изучению, мог считать себя умудренным и мно​гоопытным «гуру». Тогда же были созданы электронные таблицы и текстовые редакторы ‒ весьма удобные, истинно персональ​ные инструменты. Никакого общего стандарта не было, и еще не просвечивала сквозь каждое приложение лукавая улыбка Билла Гейтса.

Появились компьютерные игры, и самая знаменитая из них ‒ «Тетрис». Однако, как только сделалось понятно, что персональ​ный компьютер не только игрушка, что он может реально рабо​тать, потребовался стандарт и взаимная совместимость программ, процессоров, систем хранения информации, резко возросли тре​бования к квалификации программиста и надежности «железа», многие фирмы разорились, другие ушли в тень мощных конку​рентов. Ситуация стабилизировалась, и компьютерный мир при​обрел вполне оформленные очертания.
TEXT II. COMPUTER CRIMES

More and more, the operations of our businesses, governments, and financial institutions are controlled by information that exists only inside computer memories. Anyone clever enough to modify this information for his own purposes can reap substantial re​wards. Even worse, a number of people who have done this and been caught at it have managed to get away without punishment.

These facts have not been lost on criminals or would-be criminals. A recent Stanford Research Institute study of computer abuse was based on 160 case histories, which probably are just the proverbial tip of the iceberg. After all, we only know about the unsuccessful crimes. How many successful ones have gone undetected is anybody's guess. Here are a few areas in which computer criminals have found the pickings all too easy.

Banking. All but the smallest banks now keep their accounts on computer files. Someone who knows how to change the numbers in the files can transfer funds at will. For instance, one program​mer was caught having the computer transfer funds from other people's accounts to his wife's checking account. Often, tradition​ally trained auditors don't know enough about the workings of computers to catch what is taking place right under their noses.

Business. A company that uses computers extensively offers many opportunities to both dishonest employees and clever outsiders. For instance, a thief can have the computer ship              the company's products to addresses of his own choosing. Or he can have it issue checks to him or his confederates for imaginary supplies or ser​vices. People have been caught doing both.

Credit Cards. There is a trend toward using cards similar to credit cards to gain access to funds through cash-dispensing terminals. Yet, in the past, organized crime has used stolen or counterfeit credit cards to finance its operations. Banks that offer after-hours or remote banking through cash-dispensing terminals may find themselves unwillingly subsidizing organized crime.
Theft of Information. Much personal information about individuals is now stored in computer files. An unauthorized person with ac​cess to this information could use it for blackmail. Also, confiden​tial information about a company's products or operations can be stolen and sold to unscrupulous competitors. (One attempt at the latter came to light when the competitor turned out to be scrupu​lous and turned in the people who were trying to sell him stolen information.)
Software Theft. The software for a computer system is often more expensive than the hardware. Yet this expensive software is all too easy to copy. Crooked computer experts have devised a variety of tricks for getting these expensive programs printed out, punched on cards, recorded on tape, or otherwise delivered into their hands. This crime has even been perpetrated from remote terminals that access the computer over the telephone.
Theft of Time-Sharing Services. When the public is given access to a system, some members of the public often discover how to use the system in unauthorized ways. For example, there are the "phone freakers" who avoid long distance telephone charges by sending over their phones control signals that are identical to those used by the telephone company.
  Since time-sharing systems often are accessible to anyone who dials the right telephone number, they are subject to the same kinds of manipulation.
Of course, most systems use account numbers and passwords to restrict access to authorized users. But unauthorized persons have proved to be adept at obtaining this information and using it for their own benefit. For instance, when a police computer system was demonstrated to a school class, a precocious student noted the access codes being used; later, all the student's teachers turned up on a list of wanted criminals.
Perfect Crimes. It's easy for computer crimes to go undetected if no one checks up on what the computer is doing. But even if the crime is detected, the criminal may walk away not only unpunished but with a glowing recommendation from his former employers.
Of course, we have no statistics on crimes that go undetected. But it's unsettling to note how many of the crimes we do know about were detected by accident, not by systematic audits or other secu​rity procedures. The computer criminals who have been caught may have been the victims of uncommonly bad luck.

For example, a certain keypunch operator complained of having to stay overtime to punch extra cards. Investigation revealed that the extra cards she was being, asked to punch were for fraudulent transactions. In another case, disgruntled employees of the thief tipped off the company that was being robbed. An undercover narcotics agent stumbled on still another case. An employee was selling the company's merchandise on the side and using the computer to get it shipped to the buyers. While negotiating for LSD, the narcotics agent was offered a good deal orca stereo!

Unlike other embezzlers, who must leave the country, commit sui​cide, or go to jail, computer criminals sometimes brazen it out, demanding not only that they not be prosecuted but also that they be given good recommendations and perhaps other benefits, such as severance pay. All too often, their demands have been met.

Why? Because company executives are afraid of the bad publicity that would result if the public found out that their computer had been misused. They cringe at the thought of a criminal boasting in open court of how he juggled the most confidential records right under the noses of the company's executives, accountants, and security staff. And so another computer criminal departs with just the recommendations he needs to continue his exploits elsewhere.

I. Find in the text the English equivalents to 

избежать наказания; потенциальные преступники; злоупотреб​ление компьютером; пресловутая верхушка айсберга; остаться не​обнаруженным; можно только догадываться; хранить счета; пере​водить по желанию; воображаемые поставки; поручить доступ к; обналичивание (денег); фальшивые электронные карточки; субсиди​ровать организованную преступность; кража информации; шантаж; нещепетильные конкуренты; разработать множество трюков; те​лефонные мошенники; плата за междугородние звонки; набрать те​лефонный номер; ограничить доступ; лица без права доступа; ра​зыскиваемые преступники; случайно; проверки; меры безопасности; тайный агент.
II. True or false?

1. A person is innocent until proven guilty.

2.  Computer-related crime has diminished.

3.  A thief can transfer funds from other people's accounts.

4. Dishonest employees can't ship the company's products to addresses of their choosing.

5.  It is impossible to counterfeit credit cards.

6.  Phone freaks can be found out.

7.  Personal information should not be stored in computer files.

8. A real bank checks very carefully before handling out any money.

9.  Unauthorized persons have proved to be inefficient laymen.

10.  Hardware is less expensive than software.

11.  Computer criminals will never be caught.

12.  Companies don't punish some criminals because they don't want bad publicity.
TEXT III. HACKERS OF TODAY

Hackers, having started as toy railroad circuitry designers in the late fifties, are completely new people now. Once turned to computers, they became gods and devils. Nowadays holders and users of the World Wide Web hide their PCs under passwords when the keyword "hacker" is heard. When and how did this change take place? Why are we so frightened of Hacker The Mighty and The Elusive?
One of the legends says that hackers have changed under the influence of "crackers " the people who loved to talk on the phone at somebody else's expense. Those people hooked up to any number and enjoyed the pleasure of telephone conversation, leaving the most fun ‒ bills ‒ for the victim. Another legend tells us that modern hackers were born when a new computer game concept was invented. Rules were very simple: two comput​er programs were fighting for the reign on the computer. Memory, disk-space and CPU time were the battlefield. The results of that game are two in number and are well known: hackers and computer viruses. One more story tells that the "new" hackers came to existence when two MIT stu​dents that attended the AI Lab found an error in a network program. They let people, responsible for the network, know but with no result. The of​fended wrote a code that completely paralyzed the network and only after that the error was fixed. By the way, those students founded The Motorola Company later.

Today, when the Internet has entered everyone's house there's no shield between a hacker and your PC. You can password yourself up, but then either hackers will crack your PC anyway or nobody will enter your site, because passwords kill accessibility. If your PC is easy to access no one can guarantee what happen to your computer hackers, you know them.

Monsters? Chimeras? Not at all! Every hacker is a human being and has soft spots: good food, pretty girls or boys (it happens both ways), classical music, hot chocolate at the fireplace, apple pie on Sunday. Hack​er is first of all a connoisseur, a professional with no computer secret out of his experience. And what is the application for skills depends on him, God, and Holy Spirit.
TEXT IV. WHOM TO BLAME AND WHAT TO DO?

As computing and communications become irreplaceable tools of mod​em society, one fundamental principle emerges: the greater the benefits these systems bring to our well-being and quality of life, the greater the potential for harm when they fail to perform their functions or perform them incorrectly. Consider air, rail, and automobile traffic control; emer​gency response systems, and, most of all, our rapidly growing dependence on health care delivery via high-performance computing and communica​tions. When these systems fail, lives and fortunes may be lost.

At the same time, threats to dependable operations are growing in scope and severity. Leftover design faults (bugs and glitches) cause system crashes during peak demands, resulting in service disruptions and financial losses. Computer systems suffer stability problems due to unforeseen interactions of overtopping fault events and mismatched defense mechanisms.

Hackers and criminally minded individuals invade systems, causing disruptions, misuse, and damage accidents that result in breaking several communications links, affecting entire regions. Finally, we face the possi​bility of systems damage by "info terrorists".

Fault tolerance is our best guarantee that high confidence systems will not betray the intentions of their builders and the trust of their users by succumbing to physical, design or human-machine interaction faults, or by allowing viruses and malicious acts to disrupt essential services.

As the computing sciences move rapidly toward "professionalization", the new topic must be incorporated into the curriculum ‒ ethics, i.e. professional ethical behavior. Computer professionals are experts in their field with up-to-date knowledge that they can effectively and consequently apply in product development. They are also responsible to the product's users and must understand the effects of their decisions and actions on the public at large.

Professionals are responsible for designing and developing products, which avoid failures that might lead to losses, cause physical harm, or compromise national or company security. With so much info flowing across the Internet and because of the rising popularity of applets and similar modular applications, if is vital for the professionals to take responsibility in maintaining high standards for the products they develop.

VOCABULARY LIST

Nouns: sitcom, voyage, goggles, gear, content, combat, oblivion. Verbs: slip on (off), feature, strap, blast, bind, clutch, swoop. Adjectives: incredible, appropriate, ambitious, exciting, paraple​gic.

Word combinations: to take a ride, to go astray, the age of dino​saurs, to fight monsters, to don (strap on/into) cyberspace gear, a military point of view, a fiber optic glove, a computer-enhanced fantasy world.
TEXT V. STRAP ON SOME EYEPHONES AND YOU ARE VIRTUALLY THERE

One of the most exciting new areas of computer research is virtual reality. Having been featured in TV sitcoms as well as public televi​sion documentaries, virtual reality is merely an ambitious new style of computer interface. Virtual reality creates the illusion of being in an artificial world ‒ one created by computers.

Virtual reality visitors strap on a set of eyephones, 3D goggles that are reallyindividual computer screens for the eyes. Slip​ping on the rest of the gear allows you not only to see and hear, but also to sense your voyage. The world of virtual reality has been called cyberspace, a computer-enhanced fantasy world in which you move 
When you move your head, magnetic sensors instruct the computer to refocus your eye phones to your new viewpoint. Sounds surround you, and a fiber-optic glove allows you to "manipulate" what you see. You may seek out strange new worlds, fight monsters in computer combat, or strap yourself into the seat of a Star Wars-type jet and scream through cyberspace, blasting all comers to oblivion (computer oblivion, at least). Or, with your stomach appropriately settled, you might even try out the most incredible roller coaster ride you will ever take in your life.

For the disabled, virtual reality promises a new form of freedom. Consider the wheelchair bound paraplegic child who is suddenly able to use virtual reality gear to take part in games like baseball or basketball. Research funded by the government takes a military point of view, investigating the possibility of sending robots into the real conflict while human beings don cyberspace gear to guide them from back in the lab.

Spectrum Holobyte, a computer games development company, announced its first virtual reality computer game for the home during 1991 Christmas season. Imagine yourself suddenly clutching your handheld laser pistol as a giant bird swoops right at you from the age of dinosaurs! Your laser shot goes astray, and you feel yourself suddenly lifted off the ground and carried higher and higher. That's enough ‒ for some of us it can be virtually too real.
I. True or false?

1. Virtual reality is a computer-built fantasy world.

2. Virtual reality is also called cyberspace.

3. There are no limits to virtual reality.

4. Virtual reality is created by being in a special room.

5. Virtual reality is available only on expensive computer systems.

6.  Virtual reality is the leading edge of the computer technology.

7.  Eyephones are the 3DFX fiber-optic glasses.

8.  Eyephones are not the only virtual reality gear.

9. Virtual reality might be misused.

10. Virtual reality can return the disabled to the full-fledged life.

11. Virtual reality was designed by the military to guide, robots.

12. One can not only see or hear virtual reality, but also feel and smell it.

13. Virtual reality is only a type of computer interface.

II.  Construct other sentences in these patterns:

1.  Virtual reality has been featured in TV sitcoms as well as public television documentaries.

2.  Slipping on the rest of the gear allows you to sense your voyage.

3.  For the disabled, virtual reality promises a new form of freedom.

4.  Eyephones are not the only virtual reality gear.

5.  You can not only see or hear in virtual reality, but also feel and smell

6. Virtual reality lets you travel to places you have never visited.

7.  In the future, people will be able to have easy access to virtual reality systems.

8.  If virtual reality technology were more affordable at present time, many more people would be able to try it.

9. Virtual reality makes other forms of entertainment such as TV and movies obsolete.

10.  Fill in the chart with the appropriate info: Who uses virtual reality?

III. Translate into English:
1.  Виртуальная реальность ‒ это интерактивная, мультисенсорная среда, смоделированная компьютером.

2.  Для человеческой расы виртуальная реальность станет пово​ротной вехой.

3.  Виртуальная реальность принесет человечеству больше вреда, чем пользы.

4.  Наилучшее применение виртуальная реальность найдет в во​енной и медицинской технике.

5.   Виртуальная реальность дает шанс полноценного развития инвалидам.

6.  Человек создал компьютер, компьютер создал виртуальную реальность.

7.  С дальнейшим совершенствованием техники виртуальная ре​альность станет одним из наиболее популярных способов пу​тешествия.

8.  Искусство со временем станет ненужным, так как его заменит виртуальная реальность.

9.  Когда-нибудь виртуальная реальность сделает другие формы развлечения, такие как телевидение и кино, устаревшими.

10. Термин киберпространство был придуман писателем-фантас​том В. Гибсоном для описания безразмерного виртуального пространства электронной среды.
TEXT VI. IS IT POSSIBLE TO CREATE PERFECT VIRTUAL REALITY?

Human beings have always been seeking for a better place to live, better food to eat, better people to meet. The wise have concluded that there's no perfection itself. Human's brain identifies reality by its imper​fection. And thus, the attempts to create ideal world turned to creating the world alike reality ‒ virtual reality.

On the first stage, when technology wasn't so developed, virtual reality models just presented the essence of the current processes. But along with the development of technology and science a real world model is quite similar to our life. It's still something alike, a copy but not perfect. Copying itself isn't an example to follow, but this way we may explore the universe more carefully. So what are the problems of creating perfect virtual reality ‒ cyberspace where you can't say whether it's cyberspace or not?

One of the difficulties is that it doesn't look like reality. We can't present the needed number of colors, the full palette our eye can catch. We can't introduce shades that really look like shades because the rendering algorithms we have are huge and approximate. And it's still not possible to show such a movie in real time.

If we'd like just to imitate the movements of molecules, which are easy to be programmed, and this way to model the reality, again, we have a great wall to be stepped over. Our knowledge of micro world is poor and even though Einstein himself worked at the Uniform Field Theory, it is still uncompleted. On the other hand, the molecules are so many that program​ming a single cell, let alone even an insect, is the work of life for hundreds of programmers. Nobody can imagine the difficulty of virtualization of a human being. To model the universe we should create' another one.

There are tasks to be solved before we can create 99% acceptable virtual reality: e.g. the speed of processing, fractal algorithms for render​ing, quark mechanics and so on. But has anybody thought of connecting a computer to human's brain and clipping the images you and your ances​tors have seen to present for someone else, or maybe using the calculating and data processing capabilities of the cortex? By the way, the process of seeing, hearing, smelling, and feeling the world is just a bunch of electric signals entering the brain. May be, the answer is here, and the distance is not the unaccomplished technical achievements, but ideas, strategic deci​sions, some crazy projects like the Head Of Professor Dowell. Will there be the final step to create perfect virtual reality? Let's see.
TEXT VII. THE LANGUAGE OF E-MAIL

E-mail is the simplest and most immediate function of the Internet for many people. Run through a list of questions that new e-mail users ask most and some snappy answers to them.

What is electronic mail? Electronic mail, or e-mail as it's normally shortened to, is just a message that is composed, sent and read electronically (hence the name). With regular mail you write out your message (letter, postcard, whatever) and drop it off at the post office. The postal service then delivers the message and the recipient reads it. E-mail operates basically the same-way except that everything happens electronically. You compose your message using e-mail software, send it over the lines that connect the In​ternet's networks and the recipient uses an e-mail program to read the message.

How does e-mail know how to get where it's going? Everybody who's connected to the Internet is assigned a unique e-mail address. In a way, this address is a lot like the address of your house or apartment because it tells everyone else your exact location on the Net. So anyone who wants to send you an e-mail message just tells the e-mail program the appropriate address and runs the Send command. The Internet takes over from there and makes sure the missive arrives safely.

What's this netiquette stuff I keep hearing about? The Net is a huge, unwieldy mass with no "powers-that-be" that can dictate content or standards. This is, for the most part, a good thing because it means there's no censorship and no one can wield authority arbi​trarily. To prevent this organized chaos from descending into mere anarchy, however, a set of guidelines has been put together over the years.   These guidelines are known collectively as netiquette (net​work etiquette) and they offer suggestions on the correct way to interact with the Internet's denizens. To give you a taste of netiquette, here are some highlights to consider.

•  Keep your message brief and to the point and make sure you clear up any spelling slips or grammatical gaffes before ship​ping it out.

•  Make sure the Subject lines of your message are detailed enough so they explain what your message is all about.

•  Don't SHOUT by writing your missives entirely in upper​case letters.

•  Don't bother other people by sending them test messages. If you must test a program, send a message to yourself.

What's a flame? The vast majority of e-mail correspondence is civil and courteous, but with millions of participants all over the world, it's inevitable that some folks will rub each other the wrong way. When this happens, the combatants may exchange emotionally charged, caustic, often obscene messages called flames. When enough of these messages exchange hands, an out-and-out flame war develops. These usually burn themselves out after a while, and then the participants can get back to more interesting things.

Is e-mail secure? In a word, no. The Net's open architecture allows programmers to write interesting and useful new Internet services, but it also allows unscrupulous snoops to lurk where they don't belong. In particular, the e-mail system has two problems: it's not that hard for someone else to read your e-mail, and it's fairly easy to forge an e-mail address. If security is a must for you, then you'll want to create an industrial strength password for your home di​rectory, use encryption for your most sensitive messages, and use an anonymous remailer when you want to send something incog​nito.
TEXT VIII.  MEASUREMENTS

Mr. Hall delivers lectures to the students at the college. He delivers lectures three times a week: on Monday, Wednesday, and Friday. Mr. Hall is a very accurate man. He always begins his lectures in time.
Today is the 5th of September, Monday. His lecture is about mea​surements. Mr. Hall illustrates his lectures with numerous examples, dia​grams and experiments. He says: "In scientific work we usually measure in units of the metric system. The metric or decimal system is the inter​national system of measures and weights which is based1 on the metre and the kilogramme. The metric unit of length is the metre. The metre is based on the wave-length of orange-red light which is given off1 by the element Krypton 86, and is measured with great accuracy in scientific laboratories all over the world.2 The metre is divided into 100 centimetres and each centimetre into 10 millimetres.
The corresponding units of mass, volume and pressure are the kilogramme, the cubic metre and the Newton/m   respectively.
Mr. Hall ends the lecture with the words: "The metric system of measures and weights is used in most countries of the world. But there is also another system of measures and weights, the Imperial System,3 which is based on the foot and the pound. Some countries still use this system."
Here is an example of the difference between the two systems:

     Imperial System
    Metric System
1 inch (in)
    2.540 cm
1 foot (ft)
30.45 cm
1 yard (yd)
91.44 cm
1 mile (m)
1.609 km
          Note:  3 inches = 3" 5 feet = 5'

Notes on the Text
1. Is based ‒ основывается, основана (и далее: is given off, is measured, is divided, etc. ‒ сказуемые в страдательном залоге)
2. All over the world — во всем мире
3. Imperial System ‒ британская стандартная система мер и весов
        Weight – вес 

Decimal – десятичный

Degree –  степень

Difference – разница

Divide – разделять

Measure – измерения, мера

Mercury – ртуть

Numerous – многочисленный

Pound – фунт

Pressure – давление
TEXT IX.  ALBERT EINSTEIN
Albert Einstein, a well-known German physicist and mathematician, was born in Germany on March 14, 1879. His unusual ability in mathe​matics and physics began to show itself at a technical school in Zurich.2 At the age of 21, after four years of university study, Albert Einstein got a job as a clerk in an office. But already in 1905 he made revolutionary discoveries in science. He published three papers in the field of physics and mathematics. In the first he explained the photoelectric effect by means of Planck's quantum theory. The second paper developed a math​ematical theory of Brownian motion.4 He presented his third paper on "Special Theory of Relativity" to a physical journal. Einstein expressed his theory in the equation E = mC2, roughly that energy equals mass times the square of the speed of light.
All over the world scientists read the work with great surprise. Few physicists understood its importance at that time. Everybody wanted to know as much as possible about the author. Which institute did he teach in? What laboratory did he do his research in?
Einstein's fame among scientists grew slowly but surely. For a few years he lived in Prague where he worked as a professor. When he came to Prague, he often told his students: "I will always try to help you. If you have a problem, come to me with it, we will solve it together."
He liked questions and answered them at once, for there were no simple or foolish questions for him.  He spoke much with his students about scientific problems and his new
ideas. His advice to students was, "Don't take easy problems."

In   1921   Einstein got the Nobel Prize in physics not for the theory of relativity but for a logical explanation of the photoelectric effect.
In 1922 he became a foreign member of the Russian Academy of Sciences for his outstanding contri​butions to physics and mathematics.
On March 14, 1979 by UNESCO decision all people throughout the world celebrated the birth centenary of the great 20th century scientist.
Brownian Motion – Броуновское движение
Contribution –  вклад
Decision –  решение
Discovery – открытие
Equal – равный
Equation – уравнение
Establish – устанавливать

Explain – объяснять

Relativity – относительность

Research – исследование
Solve – решать
By means of – посредством
TEXT X. OUR STAR-THE SUN
There are nine planets in the solar system:

· Mercury – Меркурий
· Venus – Венера
· Earth – Земля
· Mars – Марс 

· Jupiter – Юпитер 

· Saturn – Сатурн
· Uranus – Уран 
· Neptune – Нептун 
· Pluto – Плутон
What do you know today of the nearest star which lies 150 million kilometers away?
The Sun is a mass of flaming matter, the temperature at its surface is above 5,500 degrees Centigrade, the temperature in the Sun's centre is as high as 20 million degrees Centigrade. The Sun's diameter is 109 times that of the Earth and its mass is 330,000 times greater.
The illumination of the Earth by the Sun is 10 billion times stronger than that by Sinus, the brightest) star of the northern hemisphere. But this does not mean that the Sun is bigger than Sinus: it is simply nearer the Earth.
Nine planets with their satellites revolve round the Sun due to the force of universal gravitation. It takes our Earth a little more than 365 days to revolve round the Sun.
The Sun is the most important body in the Universe for mankind. It provides us with light during the day and the light of the Moon is only the reflected sunlight.
It is also important that the Sun gives us heat without which no life can exist on the Earth. It provides us with all the energy that we use every day.
When we look at the Sun, it seems a fire ball. But even from a brief acquaintance with some of the solar phenomena it is clear that the Sun is an ever boiling ocean. The Sun is a giant natural hydrogen bomb, equivalent to millions of man-made ones where the thermonuclear reac​tion proceeds continuously.
It is interesting to note that every second the Sun sends into space as much energy as mankind consumed during the whole period of its ex​istence from the first fire of the cave-man to the establishment of the atomic power station.
Solar energy has great value to mankind.
Man has tried to use solar energy since the earliest times. Methods of using the light and heat energy from the Sun are not new, but they are not very efficient as yet.
It is necessary to find effective methods of utilizing this immense supply of free energy, to make our star – the Sun – serve mankind.

bright – яркий
consume – потреблять
even – даже
inefficient – недостаточный, непродуктивный

heat – тепло

lie (lay; lain) – лежать

mankind – человечество

man-made – искусственный

matter –  материя

provide –  обеспечивать
reflect –  отражать
TEXT XI. D.I. MENDELEYEV ‒ PRIDE OF RUSSIAN SCIENCE
The list of spheres of knowledge which Mendeleyev's genius touched upon is enormous. Chemistry, physics, earth science, metrology, economics, metallurgy land much else. Mendeleyev's legacy comprises 25 volumes, a third of them devoted to chemistry.
D.I. Mendeleyev, the outstanding Russian scientist, was born in Tobolsk in 1834. In 1850 at the age of 16 he entered the Pedagogical Institute in St. Petersburg to study chemistry. Five years later he graduated from it with a gold medal and was invited to lecture on theoretical and organic chemistry at St. Petersburg University. To continue his studies and research Mendeleyev was sent to Germany in 1859. While living abroad he made a number of important investigations.

The year 1868 was the beginning of his highly important work "Fun​damentals of Chemistry". When working at the subject Mendeleyev analysed an enormous amount of literature, made thousands of experiments and calculations. This tremendous work resulted in the Table of Elements consisting of vertical groups and horizontal periods. Mendeleyev was the first to suggest a system of classification in which the elements are arranged in the order of increasing atomic weights. The main idea of the Periodic System is the idea of peri​odic repetition of properties with the increase of the atomic weights. Arranging all the existing elements in the Table Mendeleyev had to overcome great difficulties, as a considerable number of elements wеге unknown at that time and the atomic weights of 9 elements (out of 63) were strongly determined. Thanks to his investigations Mendeleyev was able to predict not only the existence of a few unknown elements but their properties as well. Later the elements predicted were discovered.

More than 350 works created by Mendeleyev, deal with a great many subjects. Combining theory, with practical activities he carried out enormous research in coal, iron and steel industries in Russia. He died in 1907 at the age of 73.

The achievements in chemistry and physics at the end of the 19th and the beginning of the 20th century made it necessary to reconstruct the Periodic Table taking into account new discoveries.

Time is the severest judge in science. After more than 100 years of its existence, the Periodic Law has preserved its full value and is being constantly developed with each new discovery.
Words to Be Learnt
achieve v ‒ достигать 

Achievement n ‒ достижение 

amount n ‒ количество, величина 

arrange v ‒ располагать 

coal n ‒ уголь 

combine v ‒ соединять 

consist (of) v ‒ состоять (из) 

create v ‒ создавать, творить 

deal with (dealt) v ‒ иметь дело с 

determine v ‒ определять 

enter v ‒ поступать 

graduate v ‒ заканчивать

investigate v ‒ исследовать 
investigation n ‒ исследование 

law n ‒ закон 

order n ‒ порядок 

overcome v ‒ преодолевать 

predict v ‒ предсказывать 

repetition n ‒ повторение 

result in v ‒ кончаться, иметь результатом, приводить к 

suggest v ‒ предлагать
TEXT XII.  SOURCES OF POWER
The industrial progress of mankind is based on power: power for industrial plants, machines, heating and lighting systems, transport, communication. In fact, one can hardly find a sphere where power is  not  required. 

At present most of the power required is obtained mainly from two sources. One is from the burning of fossil fuels, i.e. coal, natural gas and oil. The second way of producing electricity is by means of generators that get their power from steam or water turbines. Electricity so produced then flows through transmission lines to houses industrial plants, enterprises, etc.
It should be noted, however, that the generation of electricity by these conventional processes is highly uneconomic. Actually, only about 40 per cent of heat in the fuel is converted into electricity. Besides, the world resources of fossil fuels are; not ever-lasting. On the other hand, the power produced by hydroelectric plants, even if increased many times, will be able to provide for only a small fraction of the power, required in the near future. Therefore much effort and thought is being, given to other means of generating electricity.

One is the energy of hot water. Not long ago we began utilizing hot underground water for heating and hot water supply, and in some cases, for the generation of electricity.

Another promising field for the production of electric power is the use of ocean tides. Our engineers are engaged in designing tidal power: stations, of various capacities. The first station utilizing this principle began operating in Russia on the Barents Sea in 1968.

The energy of the sun which is being used in various ways represents a practically unlimited source.

Using atomic fuel for the production of electricity is highly promising. It is a well-known fact, that one pound of uranium contains as much energy as three million pounds of coal, so cheap power can be provided wherever it is required. However, the efficiency reached in gen​erating power from atomic fuel is not high, namely 40 per cent.

No wonder, therefore, that scientists all over the world are doing their best to find more efficient ways of generating electricity directly from the fuel. They already succeeded in developing some processes which are much, more efficient, as high as 80 per cent, and in creating a number of devices capable of giving a higher efficiency. Scientists are hard at work trying to solve these and many other problems.

TEXT XIII. ТОКАМАК:  PROBLEMS AND PROSPECTS

There are two fundamental possibilities of using controlled thermonu​clear reaction: magnetic holding plasma and internal holding plasma. At present, the leading place among the systems of the first type is held by the Tokamak which was suggested and practically realized by the group of scientists at the I.V. Kurchatov Institute of Atomic Energy in Moscow.

The Tokamak is a ring-shaped vacuum chamber placed inside a to​roidal solenoid. An electrical discharge is produced in the chamber, in a rarefied gas. The magnetic field created by the solenoid isolates the plasma of the discharge, from the walls 
of the chamber. The plasma must be heated by the current flowing in it.

It took our experts many years until, in 1968, it became possible to heat the hydrogen plasma to a temperature of ten million degrees on the T-3 Tokamak. The whole world believed in the Tokamak. The national programmes of the USA, Japan, France, the FRG, Britain and several other countries were aimed at the use of Tokamak-type systems. Scien​tists are still working on T-15, a special characteristic part of which is the superconductive toroidal solenoid, a prototype of the analogous sys​tem of a thermonuclear reactor.

The joint efforts of scientists from different countries have made it possible to raise the temperature of plasma to 80 million degrees. Some experience has been achieved in designing and building whole installa​tions and operating their separate systems. In 1978 the Soviet Union suggested that the International Atomic En​ergy Agency should link the efforts of countries actively engaged in ther​monuclear reactor. This initiative was supported, by the Governments of the SA, Japan and several West European countries. If the research is successful, mankind will receive a source of energy with enormous resources of fuel to be found everywhere, including the water of the whole ocean.

believe v ‒ верить
chamber n ‒ камера
current n ‒ электрический ток
discharge n ‒ разряд
joint a ‒ совместный
rarefy v ‒ разжижать
ring л ‒ кольцо
support v ‒ поддерживать
TEXT XIV. COMPUTERS HELP TO CONTROL TRAIN TRAFFIC
An automatic train operation system is being developed in our coun​try. It will make possible to control and regulate train traffic on all rail​ways. This system is being formed on the basis of computer centres which exist on each of the country's railway lines.

The purpose of the traffic control system based on electronics is to make easier the work of traffic controllers who direct the movement of trains on the most intensive hoes. The computer will give the controller the full information on the conditions on the line, model all the processes on the route and advise him what he should do to improve the situation. The computer will advise the drivers with which speed they should drive trains on each sector of the route.

The computer system will help train gatherers in their work. It is only now, in the computer age, that it has become possible to choose the necessary variants of train formation automatically. The new method will double the speed of train processing and make the work of railway-men easier.

In the future it is planned to automate train driving as well. The computer will take over driver's functions, making it possible to consid​erably reduce the intervals of train movement. 

advise v ‒ советовать
choose (chose, chosen) v ‒ выбирать
drive (drove, driven) v ‒ вести (поезд, машину)
gatherer n ‒ составитель (поездов) 

movement n ‒ движение
processing n ‒ обработка 

purpose n ‒ цель 

reduce v ‒ уменьшать 

route n ‒ маршрут 

take over v ‒ принимать 

traffic n ‒ движение; транспорт
TEXT XV. COMPUTER SYSTEMS

Computers can be divided into three main types, depending on their size and power.

Mainframe computers are the largest and most powerful. They can handle large amounts of information very quickly and can be used by many people at the same time. They usually fill a whole room and are sometimes referred to as mainframes or computer instal​lations. They are found in large institutions like universities and government departments.

Minicomputers, commonly known as minis, are smaller and less powerful than mainframes. They are about the size of an office desk and are usually found in banks and offices. They are becoming less popular as microcomputers improve.

Microcomputers, commonly known as micros, are the smallest and least powerful. They are about the size of a typewriter. They can handle smaller amounts of information at a time and are slower than the other two types. They are ideal for use as home comput​ers and are also used in education and business. More powerful microcomputers are gradually being produced; therefore they are becoming the most commonly used type of computers.

A computer can do very little until it is given some information. This is known as the input and usually consists of a program and some data.

A program is a set of instructions, written in a special computer language, telling the computer what operations and processes have to be carried out and in what order they should be done. Data, however, is the particular information that has to be processed by the computer, e.g. numbers, names, measurements. Data brought out of the computer is known as the output.
EXAMPLE: A computer calculating 34 ‒ 4 = 7 uses the following

program and data:

PROGRAM             Add two numbers then display the result.

INPUT DATA        3, 4

OUTPUT DATA     7

When a program is run, i.e. put into operation, the computer executes the program step by step to process the data. The same program can be used with different sets of data.

  Information in the form of programs and data is called software, but the pieces of equipment making up the computer system are known as hardware.

The most important item of hardware is the CPU (Central Pro​cessing Unit). This is the electronic unit at the center of the com​puter system. It contains the processor and the main memory.

The processor is the brain of the computer. It does all the process​ing and controls all the other devices in the computer system.

The main memory is the part of the computer where programs and data being used by the processor can be stored. However it only stores information while the computer is switched on and it has a limited capacity.

All the other devices in the computer system, which can be con​nected to the CPU, are known as peripherals. These include input devices, output devices and storage devices.

An input device is a peripheral, which enables information to be fed into the computer. The most commonly used input device is a keyboard, similar to a typewriter keyboard

(An output device is a peripheral, which enables information to be brought out of the computer, usually to display the processed data. The most commonly used output device is a specially-adapted tele​vision known as a monitor or VDU (Visual Display Unit). Another common output device is a printer. This prints the output of the CPU onto paper.

A storage device is a peripheral used for the permanent storage of information. It has a much greater capacity than the main memory and commonly uses magnetic tape or magnetic disks as the storage medium.

These are the main pieces of hardware of any computer system whether a small "micro" or a large mainframe system.

EXERCISES

Answer the following questions:

1.  What type of computer is most suitable for home use?

2. What is a program?

3.  What are the functions of main memory, input device, storage device?

4. What is data?

5.  What are the functions of processor, output device, monitor?
TEXT XVI. COMPUTER LITERACY FOR ALL

Fortunately, fewer and fewer people are suffering from computer anxiety. The availability of inexpensive, powerful, and easier-to-use personal computers is reducing the intimidation factor. As new generations grow up in the Information Age, they are perfectly at home with computers.

Why are you studying about computers? In addition to curiosity (and perhaps a course requirement!), you probably recognize that it will not be easy to get through the rest of your life without know​ing about computers. Let us begin with a definition of computer literacy that encompasses three aspects of the computer's universal appeal:

•  Awareness. Studying about computers will make you more aware of their importance, their versatility, their pervasiveness, and their potential for fostering good and (unfortunately) evil.

•  Knowledge. Learning what computers are and how they work requires coming to terms with some technical jargon. In the end, you will benefit from such knowledge, but at first it may be frustrating.

• Interaction- There is no better way to understand computers than through interacting with one. So being computer literate also means being able to use a computer for some simple applications.

Note that no part of this definition suggests that you must be able to create the instructions that tell a computer what to do. That would be tantamount to saying that anyone who plans to drive a car must first become an auto mechanic. Someone else can write the instructions for the computer; you simply use the instructions to get your work done. For example, a bank teller might use a computer to make sure that customers really have as much mon​ey in their account as they wish to withdraw. Or an accountant might use one to prepare a report, a farmer to check on market prices, a store manager to analyze sales trends, and a teenager to play a video game. We cannot guarantee that these people are com​puter literate, but they have at least grasped the "hands-on" com​ponent of the definition ‒ they can interact with a computer. Is it possible for everyone to be computer literate? Computer literacy is not a question of human abilities. Just about anyone can become computer literate. In the near future, people who do not under​stand computers will have the same status as people today who cannot read

If this is your first computer class, you might wonder whether using a computer is really as easy as the commercials say. Some students think so, but many do not. In fact, some novice computer users can be confused and frustrated at first. Indeed, a few are so frustrated in the early going they think they never will learn. To their surprise, however, after a couple of lessons they not only are using computers but enjoying the experience.
Some students may be taken aback when the subject matter turns out to be more difficult than they expected ‒ especially if their only computer experience involved the fun of video games. They are confused by the special terms used in computer classes, as if they had stumbled into some foreign-language course by mistake. A few students may be frustrated by the hands-on nature of the experience, in which they have aone-to-one relationship with the computer. Their previous learning experiences, in contrast, have been shared and sheltered — they have been shared with peers in a classroom and sheltered by the guiding hand of an experienced person. Now they are one-on-one with a machine, at least part of the time. The experience is different, and maybe slightly scary. But keep in mind that others have survived and even triumphed. So can you.

And don't be surprised to find that some of your fellow students already seem to know quite a bit about computers. Computer litera​cy courses are required by many schools and colleges and include students with varying degrees of understanding. That mix often al​lows students to learn from one another ‒ and provides a few with the opportunity to teach others what they know.

I. Find in the text equivalents to:

компьютерная грамотность; доступность (наличие); осведомленность; век информации; прожить оставшуюся жизнь; притяга​тельность компьютеров; снять с банковского счета; технический \жаргон; взаимодействие; рекламный ролик; к удивлению; пара занятий; растеряться; предыдущий учебный опыт; поделиться со сверстниками; быть наедине с; помнить; страшноватый; однокурс​ники; вырасти в компьютерной среде; учиться друг у друга; пользо​ватель-новичок.

II. Answer the following questions:

1. What does being computer literate mean?

2. What are the three aspects of the computer's universal appeal?

3. What is the best way to understand computers?

4. What are the simplest applications of computers?

5. What is the hand-on component of computer literacy?

6.  What are some novice computer users frustrated by?

7. What is the first computer literacy skill? 
8.  Is it possible for everyone to be computer literate? Do you need any special talents?
TEXT XVII. PREHISTORY

Tools are any objects other than the parts of our own bodies that we use to help us do our work. Technology is nothing more than the use of tools. When you use a screwdriver, a hammer, or an axe, you are using technology just as much as when you use an auto​mobile, a television set, or a computer.

We tend to think of technology as a human invention. But the re​verse is closer to the truth. Stone tools found along with fossils show that our ape-like ancestors were already putting technology to use. Anthropologists speculate that using tools may have helped these creatures evolve into human beings; in a tool-using society, manual dexterity and intelligence count for more than brute strength. The clever rather than the strong inherited the earth. Most of the tools we have invented have aided our bodies rather than our minds. These tools help us lift and move and cut and shape. Only quite recently, for the most part, have we developed tools to aid our minds as well.

The tools of communication, from pencil and paper to television, are designed to serve our minds. These devices transmit information or preserve it, but they do not modify it in any way (If the information is modified, this is considered a defect rather than a virtue, as when a defective radio distorts the music we're trying to hear.)

Our interest lies with machines that classify and modify informa​tion rather than merely transmitting it or preserving it. The ma​chines that do this are the computers and the calculators, the so-called mind tools. 
The widespread use of machines for information processing is a modern development. But simple examples of infor​mation-processing machines can be traced back to ancient times. The following are some of the more important forerunners of the computer.

The Abacus. The abacus is the counting frame that was the most widely used device for doing arithmetic in ancient times and whose use persisted into modern times in the Orient. Early versions of the abacus consisted of a board with grooves in which pebbles could slide. The Latin word for pebble is, calculus, from which we get the words abacus and calculate.

Mechanical Calculators. In the seventeenth century, calculators more sophisticated than the abacus began to appear. Although a number of people contributed to their development, Blaise Pascal (French mathematician and philosopher) and Wilhelm von Leib​niz (German mathematician, philosopher, and diplomat) usually are singled out as pioneers. The calculators Pascal and Leibniz built were unreliable, since the mechanical technology of the time was not capable of manufacturing the parts with sufficient precision. As manufacturing techniques improved, mechanical calculators even​tually were perfected; they were used widely until they were re​placed by electronic calculators in recent times.

The Jacquard Loom. Until modern times, most information-pro​cessing machines were designed to do arithmetic. An outstanding exception, however, was Jacquard's automated loom, a machine de​signed not for hard figures but beautiful patterns. A Jacquard loom weaves cloth containing a decorative pattern; the woven pattern is controlled by punched cards. Changing the punched cards changes the pattern the loom weaves. Jacquard looms came into widespread use in the early nineteenth century, and their descendants are still used today. The Jacquard loom is the ancestor not only of modern auto​mated machine tools but of the player piano as well.

EXERCISES

True or false?

1. The strong will inherit the earth

2.  In the beginning was the abacus.

3.  The forerunner of the computer is the mechanical calculator.

4. The punched card is still very important for computers today. 

5 The calculators Pascal and Leibniz built were reliable.

6. The mechanical calculator could multiply and divide as well as add and subtract.

7.  Babbage invented the Jacquard loom.

8. "Beware of programmers who carry screwdrivers". 
(L. Brandwein)
TEXT XVIII. THE ANALYTICAL ENGINE

When was the automatic computer invented? In the 1930s or the 1940s? If you think that, you are only off by a hundred years. A computer that was completely modern in conception was designed in the 1830s. But, as with the calculators of Pascal and Leibniz, the mechanical technology of the time was not prepared to realize the conception.

Charles Babbage. The inventor of that nineteenth-century comput​er was a figure far more common in fiction than in real life an eccentric mathematician. Most mathematicians live personal lives not too much different from anyone else's.
For instance, all his life, Babbage waged a vigorous campaign against London organ grinders. He blamed the noise they made for the loss of a quarter of his working power. Nor was Babbage satis​fied with writing anti-organ-grinder letters to newspapers and mem​bers of Parliament. He personally hauled individual offenders be​fore magistrates (and became furious when the magistrates de​clined to throw the offenders in jail).

Or consider this. Babbage took issue with Tennyson's poem "Vi​sion of Sin," which contains this couplet:

Every minute dies a man,

Every minute one is born.

Babbage pointed out (correctly) that if this were true, the popula​tion of the earth would remain constant. In a letter to the poet, Babbage suggested a revision:

Every moment dies a man,

And one and a sixteenth is born.

Babbage emphasized that one and a sixteenth was not exact, but he thought that it would be "good enough for poetry."

Yet, despite his eccentricities, Babbage was a genius. He was a prolific inventor, whose inventions include the ophthalmoscope for examining the retina of the eye, the skeleton key, the locomotive "cow catcher," and the speedometer. He also pioneered operations research, the science of how to carry out business and industrial operations as efficiently as possible.

Babbage was a fellow of the Royal Society and held the chair of Lucasian Professor of Mathematics at Cambridge University (the same chair once held by Isaac Newton, the most famous British scientist).

The Difference Engine. The mathematical tables of the nineteenth century were full of mistakes. Even when the tables had been calcu​lated correctly, printers' errors introduced many mistakes. And since people who published new tables often copied from existing ones, the same errors cropped up in table after table.

According to one story, Babbage was lamenting about the errors in

some tables to his friend Herschel, a noted astronomer. "I wish to God these calculations had been executed by steam." Babbage said. "It is quite possible," Herschel responded,

 (At that time, steam was a new and largely unexplored source of energy. Just as we might wonder today whether or not something could be done by electricity, in the early nineteenth century it was natural to wonder whether or not it could be done by steam.)

Babbage set out to build a machine that not only would calculate the entries in the tables but would print them automatically as well. He called this machine the Difference Engine, since it worked by solving what mathematicians call "difference equations." Never​theless, the name is misleading, since the machine constructed tables by means of repeated additions, not subtractions.

The word engine, by the way, comes from the same root as ingenious. Originally it referred to a clever invention. Only later did it come to mean a source of power.)

In 1823, Babbage obtained a government grant to build the Dif​ference Engine. He ran into difficulties, however, and eventually abandoned the project. In 1854, a Swedish printer built a working Difference Engine based on Babbage's ideas.

The Analytical Engine. One of Babbage's reasons for abandoning the Difference Engine was that he had been struck by a much bet​ter idea. Inspired by Jacquard's punched-card-controlled loom, Babbage wanted to build a punched-card-controlled calculator. Babbage called his proposed automatic calculator the Analytical En​gine.

The Difference Engine could only compute tables (and only those tables that could be computed by successive additions). But the Analytical Engine could carry out any calculation, just as Jac​quard's loom could weave any pattern. All one had to do was to punch the cards with the instructions for the desired calculation. If the Analytical Engine had been completed, it would have been a nineteenth-century.
But, alas, the Analytical Engine was not completed. The govern​ment had already sunk thousands of pounds into the Difference Engine and received nothing in return. It had no intention of re​peating its mistake. Nor did Babbage's eccentricities and abrasive personality help his cause any.

The government may have been right. Even if it had financed the new invention, it might well have gotten nothing in return. For, as usual, the idea was far ahead of what the existing mechanical tech​nology could build.

This was particularly true since Babbage's design was grandiose. For instance, he planned for his machine to do calculations with fifty-digit accuracy. This is far greater than the accuracy found in most modern computers and far more than is needed for most calculations.

Also, Babbage kept changing his plans in the middle of his projects so that all the work had to be started anew. Although Babbage had founded operations research, he had trouble planning the develop​ment of his own inventions.

Babbage's contemporaries would have considered him more suc​cessful had he stuck to his original plan and constructed the Difference Engine. But then he would only have earned a footnote in history. It is for the Analytical Engine he never completed that we honor him as "father of the computer."

Lady Lovelace. Even though the Analytical Engine was never com​pleted, a demonstration program for it was written. The author of that program has the honor of being the world's first computer programmer. Her name was Augusta Ada Byron, later Countess of Lovelace, the only legitimate daughter of the poet, Lord Byron.

Ada was a liberated woman at a time when this was hardly fashion​able. Not only did she have the usual accomplishments in language and music, she was also an excellent mathematician. The latter was most unusual for a young lady in the nineteenth century. (She was also fond of horse racing, which was even more unusual.)

 Ada's mathematical abilities became apparent when she was only fifteen. She studied mathematics with one of the most well known mathematicians of her time, Augustus de Morgan. At about the time she was studying under de Morgan, she became interested in Babbage's Analytical Engine.

In 1842 Lady Lovelace discovered a paper on the Analytical En​gine that had been written in French by an Italian engineer. She resolved to translate the paper into English. At Babbage's sugges​tion, she added her own notes, which turned out to be twice as long as the paper itself. Much of what we know today about the Analytical Engine comes from Lady Lovelace's notes.

To demonstrate how the Analytical Engine would work, Lady Love​lace included in her notes a program for calculating a certain series of numbers that is of interest to mathematicians. This was the world's first computer program. "We may say more aptly, Lady Lovelace wrote, "that the Analytical Engine weaves algebraically patterns just as the Jacquard-loom weaves flowers and leaves." Most aptly said indeed!

EXERCISES

I. Find in the text the English equivalents to:

гораздо привычнее; эксцентричный математик; водить грузо​вик; держать магазин; винить за; развязать кампанию против; на​рушитель; отклонить(ся); оставаться постоянным; подчеркнуть (усилить), достаточно хороший; несмотря на; плодовитый изобретатель; отмычка; член королевского общества; выполнять при помощи пара; гений; изобретательный; столкнутся с трудностями; забросить проект; далеко впереди; начать сначала; по предположению; в два раза длиннее; удачно то!

III. Answer the following questions:

1. What irritated and bored Charles Babbage?

2. Prove that Babbage was a prolific inventor. 

3. What kind of machine was the Difference Engine?

4. What was the Babbage's reason for abandoning the project?

5. Contrast the Difference and the Analytical Engine. 

6. Who has the honor of being the world's first computer programmer?

7. What do you know about Ada Lovelace (as a lady and as a program​mer)? 

8. Charles Babbage is a computer Guru, isn't he?

III. Put the proper words into sentences

effort, obsolete, track, arithmetic, device, mathematicians, construct, engine.

1. The famous philosophers Leibniz and Pascal both ... somewhat primi​tive calculating ...

2. After a great deal of time and..., a working model of the Difference ... was …

3.  Although the punched card is now becoming ..., it was of critical importance in the development of the computer.

4. An abacus is a... that allows the operator to keep ... of numbers while doing the basic ... operations.

5. A square-shaped wheel wouldn't be ... because it wouldn't roll easily.

6. Charles Babbage disliked doing the great amount of... that... had to perform in course of solving problems.

7.  "Automating" means ... machines to do jobs that people do.

IV. Construct other sentences in these patterns:
1. The inventor of the 19th century computer was a figure far more common in fiction than in real life.

2. They Just happen to do mathematics instead of filling teeth.

3.  Despite his eccentricities, Babbage was a genius.

4.  If this were true, the population of the earth would remain con​stant.

5.  I wish to God these calculations had been executed by steam.

6.  We might wonder today whether or not something could be done by nuclear energy.

7. The government had no intention of repeating its mistakes. Nor did Babbage's abrasive personality help his cause any.

8.  Even though the Analytical Engine was never completed, the pro​gram for it was written.

9.  Her notes turned out to be twice as long as the paper itself.

10. It is for Analytical Engine he never completed that we honor Bab​bage as "father of the computer."
TEXT XIX. BABBAGE'S DREAM COME TRUE

Тhе Harvard Mark I. A hundred years passed before a machine like the one Babbage conceived was actually built. This occurred in 1944, when Howard Aiken of Harvard University completed the Harvard Mark I Automatic Sequence Controlled Calculator.

Aiken was not familiar with the Analytical Engine when he de​signed the Mark I. Later, after people had pointed out Babbage's work to him, he was amazed to learn how many of his ideas Bab​bage had anticipated.

The Mark I is the closest thing to the Analytical Engine that has ever been built or ever will be. It was controlled by a punched paper tape, which played the same role as Babbage's punched cards. Like the Analytical Engine, it was basically mechanical. How​ever, it was driven by electricity instead of steam. Electricity also served to transmit information from one part of the machine to another, replacing the complex mechanical linkages that Babbage had proposed. Using electricity (which had only been a laboratory curiosity in Babbage's time) made the difference between success and failure.

But, along with several other electromechanical computers built at about the same time, the Mark I was scarcely finished before it was obsolete. The electromechanical machines simply were not fast enough. Their speed was seriously limited by the time required for ' mechanical parts to move from one position to another. For in​stance, the Mark I took six seconds for a multiplication and twelve for a division; this was only five or six times faster than what a human with an old desk calculator could do. 

ENIAC. What was needed was a machine whose computing, con​trol, and memory elements were completely electrical. Then the speed of operation would be limited not by the speed of mechani​cal moving parts but by the much greater speed of moving elec​trons.

In the late 1930s, John V. Atanasoff of Iowa State College demon​strated the elements of an electronic computer. Though his work did not become widely known, it did influence the thinking of John W. Mauchly, one of the designers of ENIAC.

ENIAC ‒ Electronic Numerical Integrator and Computer ‒ was the machine that rendered the electromechanical computers obso​lete. ENIAC used vacuum tubes for computing and memory. For control,     it used an electrical plug board, like a telephone switch​board. The connections on the plug board specified the sequence of operations ENIAC would carry out.

ENIAC was 500 times as fast as the best electromechanical com​puter. A problem that took one minute to solve on ENIAC would require eight to ten hours on an electromechanical machine. After ENIAC, all computers would be electronic.

ENIAC was the first of many computers with acronyms for names. The same tradition gave us EDVAC, UNIVAC, JOHNIAC, IL-LIAC, and even MANIAC.

EDVAC. The Electronic Discrete Variable Computer ‒ EDVAC ‒ was constructed at about the same time as ENIAC. But EDVAC, influenced by the ideas of the brilliant Hungarian-American mathematician John von Neumann, was by far the more advanced of the two machines. Two innovations that first appeared in EDVAC have been incorporated in almost every computer since.

First, EDVAC used binary notation to represent numbers inside the machine. Binary notation is a system for writing numbers that uses only two digits (0 and 1), instead of the ten digits (0-9) used in the conventional decimal notation. Binary notation is now recognized as the simplest way of representing numbers in an elec​tronic machine.

Second, EDVAC's program was stored in the machine's memory, just like the data. Previous computers had stored the program exter​nally on punched tapes or plug boards. Since the programs were stored the same way the data were, one program could manipulate another program as if it were data. We will see that such program-manipulating programs play a crucial role in modern computer systems.

A stored-program computer ‒ one whose program is stored in memory in the same form as its data ‒ is usually called a von Neumann machine in honor of the originator of the stored-pro​gram concept.

From the 1940s to the present, the technology used to build com​puters has gone through several revolutions. People sometimes speak of different generations of computers, with each generation using a different technology. 
The first Generation. First-generation computers prevailed in the 1940s and for much of the 1950s. They used vacuum tubes for calculation, control, and sometimes for memory as well. First generation machines used several other ingenious devices for memory. In one, for instance, information was stored as sound waves circulating in a column of mercury. Since all these first-gen​eration memories are now obsolete, no further mention will be made of them.

Vacuum tubes are bulky, unreliable, energy consuming, and gen​erate large amounts of heat. As long as computers were tied down to vacuum tube technology, they could only be bulky, cumber​some, and expensive.

The Second Generation. In the late 1950s, the transistor became available to replace the vacuum tube. A transistor, which is only slightly larger than a kernel of corn, generates little heat and enjoys long life.

At about the same time, the magnetic-core memory was intro​duced. This consisted of a latticework of wires on which were strung tiny, doughnut-shaped beads called cores. Electric currents flowing in the wires stored information by magnetizing the cores. Informa​tion could be stored in core memory or retrieved from it in about a millionth of a second.

Core memory dominated the high-speed memory scene for much of the second and third generations. To programmers during this period, core and high-speed memory were synonymous.

The Third Generation. The early 1960s saw the introduction of in​tegrated circuits, which incorporated hundreds of transistors on a single silicon chip. The chip itself was small enough to fit on the end of your finger; after being mounted in a protective package, it still would fit in the palm of your hand. With integrated circuits, computers could be made even smaller, less expensive, and more reliable.

Integrated circuits made possible minicomputers, tabletop comput​ers small enough and inexpensive enough to find a place in the classroom and the scientific laboratory.

In the late 1960s, integrated circuits began to be used for high​-speed memory, providing some competition for magnetic-core memory. The trend toward integrated-circuit memory has contin​ued until today, when it has largely replaced magnetic-core mem​ory.

The most recent jump in computer technology came with the introduction of large-scale integrated circuits, often referred to simply as chips. Whereas the older integrated circuits contained hundred of transistors, the new ones contain thousands or tens of thou​sands.

It is the large-scale integrated circuits that make possible the mi​croprocessors and microcomputers. They also make possible com​pact, inexpensive, high-speed, high-capacity integrated-circuit memory.

All these recent developments have resulted in a microprocessor revolution, which began in the middle 1970s and for which there is no end in sight.

The Fourth Generation. In addition to the common applications of digital watches, pocket calculators, and personal computers, you can find microprocessors ‒ the general-purpose processor-on-a-chip ‒ in virtually every machine in the home or business ‒ microwave ovens, cars, copy machines, TV sets, and so on. Com​puters today are hundred times smaller than those-of the first gene​ration, and asingle chip is far more powerful than ENIAC.

The Fifth Generation. The term was coined by the Japanese to describe the powerful, intelligent computers they wanted to build by the mid-1990s. Since then it has become an umbrella term, encompassing many research fields in the computer industry. Key areas of ongoing research are artificial intelligence (Al), expert systems, and natural language.

EXERCISES

I. Find in the text the English equivalents to:

задумать; быть знакомым с; предвкушать; лабораторный курь​ез; механические соединения; телефонный коммутатор; последова​тельность операций; потребовалась минута для решения; под влиянием идей; акроним для названия; тогда как; играть решающую роль; в честь кого-то; ртутный столбик; энергоемкий; вырабаты​вать большое количество тепла; громоздкий; стать доступным; извлекать из памяти; поместиться на ладони (на кончике пальца); скачок в технике; включать; продолжающиеся исследования; приду​мать термин; всеохватывающий термин (номинация).

II. Put the proper words into sentences:

analytical, digital, unreliable, sophisticated, solve, core, processor, computations, an integral circuit.

1. The Difference Engine could ... equations and led to another calcu​lating machine, the ... Engine, which embodied the key parts of a computer system: an input device, a ..., a control unit, a storage place, and an output device.

2. Ada Lovelace helped to develop instructions for carrying out... on Babbage machine.

3. J. Atanasoff devised the first... computer to work by electronic means.

4.  First-generation computers were ..., the main form of memory be​ing magnetic...

5.  In the third generation software became more...

6. What was the name of the first... computer to work electronically?

7.  When electricity passed through the ..., it could be magnetized as either "off' or "on".

8. A ...is a complete electronic circuit on a small chip of silicon.

III. Answer the following questions:

1. What was the main shortcoming of the Mark I and the other elec​tromechanical computers? 

2. What is an acronym? Give examples of acronyms. 

3. What was the distinguishing feature of ENIAC? 

4. What were the two distinguishing features of EDVAC? 

5. What is a von Neumann machine?

6. Describe the technological features characteristic of each computer generation.

7. What type of computer memory was once so widely used that its name became almost synonymous with "high-speed memory"? 

8. What technological developments made (a) minicomputers and (b) microcomputers possible?

1. IV. Translate into English
2. Орудия ‒ это любые предметы помимо частей нашего соб​ственного тела, которые мы используем, чтобы помочь себе выполнить   работу.
3. Антропологи считают, что использование орудий могло бы помочь эволюции человекоподобных существ и превращению их в людей; в обществе, использующем орудия, ловкость рук и ум значат гораздо больше, чем грубая сила. Умные, 
а не сильные, унаследовали Землю.
4. Нас интересуют машины, которые классифицируют и модифицируют информацию, а не просто передают ее или хранят.
5. Калькуляторы, сделанные Паскалем и Лейбницем, были не​ надежны, так как технология того времени была не в состоянии производить детали с достаточной точностью.
6. Компьютер, полностью современный по концепции, был за​думан в 30-х годах XIX века.
7. Бэббидж был плодотворным изобретателем, его разработки включают такие, как офтальмоскоп, отмычки, спидометр, «скотосбрасыватель» и др. Несмотря на всю эксцентричность он был гением.
8. Одной из причин, по которой Бэббидж забросил свою разно​стную машину, была гораздо лучшая идея, пришедшая ему в голову. Вдохновленный жаккардовым станком, управляемым перфокартами, Бэббидж захотел сделать калькулятор, управляемый перфокартами.
9. Именно из-за аналитической машины, которую он никогда не завершил, Бэббидж имеет честь называться «отцом компью​тера».
10. Автор демонстрационной программы для аналитической ма​шины Ада Ловлис стала первым в мире компьютерным про​граммистом. По предложению Бэббиджа, переводя статью об аналитической машине, написанную итальянским инженером по-французски, она добавила собственные замечания, которые оказались в два раза длиннее самой статьи.
11.   Аналитическая машина «ткет» алгебраические узоры точно так же, как станок Жаккарда ткет цветы и листья. Действительно удачно сказано!
TEXT XX.  WHAT IS A COMPUTER?
A computer is a machine with an intricate network of electronic circuits that operate switches or magnetize tiny metal cores. The switches, like the cores, are capable of being in one or two possible states, that is, on or off; magnetized or demagnetized. The machine is capable of storing and manipulating numbers, letters, and characters (symbols). The basic idea of a computer is that we can make the machine do what we want by inputting signals that turn certain switches on and turn others off, or magnetize or do not magnetize the cores.

The basic job of computers is processing of information. For this reason computers can be defined as devices which accept information in the form of instructions, called a program, and characters, called data, perform mathematical and / or logical operations on the information, and then supply results of these operations. The program, or part of it, which tells the computers what to do and the data, which provide the information I needed to solve the problem, are kept inside the computer in a place called memory.

It is considered that computers have many remarkable powers. However most computers, whether large or small, have three basic capabilities.

First, computers have circuits for performing arithmetic operations, such as: addition, subtraction, division, multiplication and exponentiation.

Second, computers have a means of communicating with the user. After all, if we couldn't feed information in and get results back, these machines wouldn't be of much use. Some of the most common methods of inputting information are to use ter​minals, diskettes, disks and magnetic tapes. The computer's input device (a disk drive or tape drive) reads the information into the computer. For outputting information two common devices are used: a printer, printing the new information on paper, and a cathode-ray-tube display, which shows the results on a TV-like screen.

Third, computers have circuits which can make decisions. The kinds of decisions which computer circuits can make are not of the type: "Who would win the war between two countries?" or "Who is the richest person in the world?" Unfortu​nately, the computer can only decide three things, namely: Is one number less than another? Are two numbers equal? and, Is one number greater than another? A computer can solve a series of problems and make thousands of logical decisions without becoming tired. It can find the solution to a problem in a fraction of the time it takes a human being to do the job.

A computer can replace people in dull, routine tasks, but it works according to the instructions given to it. There are times when a computer seems to operate like a mechanical 'brain', but its achievements are limited by the minds of human beings. A computer cannot do anything unless a person tells it what to do and gives it the necessary information; but because electric pulses can move at the speed of light, a computer can carry out great numbers of arithmetic-logical operations almost instan​taneously. A person can do the same, but in many cases that person would be dead long before the job was finished.
TEXT XXI.  THE FIRST CALCULATING DEVICES
Let us take a look at the history of computers that we know today. The very first calculating device used was the ten fingers of a man's hands. This, in fact, is why today we still count in tens and multiples of tens.

Then the abacus was invented. People went on using some form of abacus well into the 16th century, and it is still being used in some parts of the world because it can be understood without knowing how to read.

During the 17th and 18th centuries many people tried to find easy ways of calculating. J. Napier, a Scotsman, invented a mechanical way of multiplying and dividing, which is now the modern slide rule works. Henry Briggs used Napier's ideas to produce logarithm tables which all mathematicians use today.

Calculus, another branch of mathematics, was independently invented by both Sir Isaak Newton, an Englishman, and Leibnitz, a German mathematician. The first real calculating machine appeared in 1820 as the result of several people's experiments.

In 1830 Charles Babbage, a gifted English mathematician, proposed to build a general-purpose problem-solving machine that he called "the analytical engine". This machine, which Babbage showed at the Paris Exhibition in 1855, was an attempt to cut out the human being altogether, except for providing the machine with the necessary facts about the problem to be solved. He never finished this work, but many of his ideas were the basis for building today's computers.

By the early part of the twentieth century electromechanical machines had been developed and were used for business data processing. Dr. Herman Hollerith, a young statistician from the US Census Bureau successfully tabulated the 1890 census. Hollerith invented a means of coding the data by punching holes into cards. He built one machine to punch the holes and others to tabulate the collected data. Later Hollerith left the Census Bureau and established his own tabulating machine company. Through a series of merges the company eventually became the IBM Corporation.                                                    

TEXT XXII. FOUR GENERATIONS OF COMPUTERS
The first vacuum tubes computers are referred to as first generation computers, and the approximate period of their use was from 1950 to 1959. UNIVAC 1 (Universal Automatic Computer) is an example of these computers which could perform thousands of calculations per second. Those devices were not only bulky, they were also unreliable. The thousands of vacuum tubes emitted large amounts of heat and burned out frequently.

The transistor, a smaller and more reliable successor to the vacuum tube, was invented in 1948. So-called second generation computers, which used large numbers of transistors, were able to reduce computational time from milliseconds to microsec​onds, or millionths of seconds. Second-generation computers were smaller, faster and more reliable than first-generation computers.

Advances in electronics technology continued, and microelectronics made it possible to reduce the size of transistors and integrate large numbers of circuit elements into very small chips of silicon. The computers that were designed to use integrated circuit technology were called third generation computers, and the approximate time span of these machines was from 1960 to 1979. They could perform many data processing operations in nanoseconds, which are billionths of seconds. Fourth generation computers have now arrived, and the integrated circuits that are being developed have been greatly reduced in size. This is due to microminiaturization, which means that the circuits are much smaller than before; as many as 100 tiny circuits are placed now on a single chip. A chip is a square or rectangular piece of silicon, usually from 1/10 to 1/4 inch, upon which several layers of an integrated circuit are etched or imprinted, after which the circuit is encapsulated in plastic or metal.

TEXT XXIII. DATA PROCESSING AND DATA PROCESSING SYSTEMS
The necessary data are processed by a computer to become useful information. In fact this is the definition of data processing. Data are a collection of facts ‒ unorganized but able to be organized into useful information. Processing is a series of actions or operations that convert inputs into outputs. When we speak of data processing, the input is data, and the output is useful information. So, we can define data processing as a series of actions or operations that converts data into useful in​formation.

We use the term data processing system to include the resources that are used to accomplish the processing of data. There are four types of resources: people, materials, facilities, and equipment. People provide input to computers, operate them, and use their output. Materials, such as boxes of paper and printer ribbons, are consumed in great quantity. Facilities are required to house the computer equipment, people and materials. 
Computer data processing system

The need for converting facts into useful information is not a phenomenon of modern life. Throughout history, and even prehistory, people have found it necessary to sort data into forms that were easier to understand. For example, the ancient Egyp​tians recorded the ebb and flow of the Nile River and used this information to predict yearly crop yields. Today computers convert data about land and water into recommendations to farmers on crop planting. Mechanical aids to computation were developed and improved upon in Europe, Asia, and America throughout the seventeenth, eighteenth, and nineteenth centuries. Modern computers are marvels of an electronics technology that continues to produce smaller, cheaper, and more powerful components.

Basic data processing operations

Five basic operations are characteristic of all data processing systems: inputting, storing, processing, outputting, and controlling. They are defined as follows.

Inputting is the process of entering data, which are collected facts, into a data processing system. Storing is saving data or information so that they are available for initial or for additional processing. Processing represents performing arithmetic or log​ical operations on data in order to convert them into useful information. Outputting is the process of producing useful information, such as a printed report or visual display.

Controlling is directing the manner and sequence in which all of the above operations are performed. Data storage hierarchy

It is known that data, once entered, are organized and stored in successively more comprehensive groupings. Generally, these groupings are called a data storage hierarchy. The general groupings of any data storage hierarchy are as follows. 1) Characters, which are all written language symbols: letters, numbers, and special symbols. 2) Data elements, which are meaningful collections of related characters. Data elements are also called data items or fields. 3) Records, which are collections of related data elements. 4) Files, which are collections of related records. A set of related files is called a data base or a data bank.
TEXT XXIV. COMPUTER SYSTEM ARCHITECTURE
As we know all computer systems perform the functions of inputting, storing, processing, controlling, and outputting. Now we'll get acquainted with the computer system units that perform these functions. But to begin with let's examine computer systems from the perspective of the system designer, or architect.

It should be noted that computers and their accessory equipment are designed by a computer system architect, who usually has a strong engineering background. As contrasted with the analyst, who uses a computer to solve specific problems, the computer system architect usually designs computer that can be used for many different applications in many different business. For example, the product lines of major computer manufacturers such as IBM, Digital Equipment Corporation and many others are the result of the efforts of teams of computer system architects.

Unless you are studying engineering, you don't need to become a computer system architect. However, it is important that as a potential user, applications programmer or systems analyst you understand the functions of the major units of a computer system and how they work together. 
Types of computers. The two basic types of computers are analog and digital. Analog computers simulate physical systems. They operate on the basis of an analogy to the process that is being studied. For example, a voltage may be used to represent other physical quan​tities such as speed, temperature, or pressure. The response of an analog computer is based upon the measurement of signals that vary continuously with time. Hence, analog computers are used in applications that require continuous measurement and control.

Digital computers, as contrasted with analog computers, deal with discrete rather than continuous quantities. They count rather than measure. They use numbers instead of analogous physical quantities to simulate on-going, or real-time processes. Because they are discrete events, commercial transactions are in a natural form for digital computation. This is one reason that digital computers are so widely used in business data processing.

Machines that combine both analog and digital capabilities are called hybrid computers. Many business, scientific, and industrial computer applications rely on the combination of analog and digital devices. The use of combination analog devices will continue to increase with the growth in applications of microprocessors and microcomputers. An example of this growth is the trend toward installing control systems in household appliances such as microwave ovens and sewing machines. In the future we will have complete indoor climate control systems and robots to do our housecleaning. Analog sensors will provide inputs to the control centers of these systems, which will be small digital computers.
TEXT XXV. HARDWARE, SOFTWARE, AND FIRMWARE
The units that are visible in any computer are the physical components of a data processing system, or hardware. Thus, the input, storage, processing and control devices are hardware. Not visible is the software ‒ the set of computer programs, procedures, and associated documentation that make possible the effective operation of the computer system. Software programs are of two types: systems software and applications software.

Systems software are the programs designed to control the operation of a computer system. They do not solve specific problems. They are written to assist people in the use of the computer system by performing tasks, such as controlling all of the operations required,       to move data into and out of a computer and all of the steps in executing an application program. The person who prepares systems software is referred to as a systems programmer. Systems programmers are highly trained specialists and important members of the architectural team.

Applications software are the programs written to solve specific problems (applications), such as payroll, inventory control, and investment analysis. The word program usually refers to an application program, and the word programmer is usually a person who prepares applications software.

Often programs, particularly systems software, are stored in an area of memory not used for applications software. These protected programs are stored in an area of memory called read-only memory (ROM), which can be read from but not written on.

Firmware is a term that is commonly used to describe certain programs that are stored in ROM. Firmware often refers to a sequence of instructions (software) that is substituted for hardware. For example, in an instance where cost is more important than performance, the computer system architect might decide not to use special electronic circuits (hardware) to multiply two numbers, but instead write instructions (software) to cause the machine to accomplish the same function by repeated use of circuits already designed to perform addition.
TEXT XXVI. FROM THE HISTORY OF COMPUTER DEVELOPMENT IN RUSSIA
As it is well known, Russian scientists made great contribution into the development of computers. Russian mathematician P. Chebyshev who lived in the 19th century was interested in calculators. Among many other mechanisms invented by him there was an arithmometer designed in 1876. It was one of the most unique calculating machines of the time. At the beginning of the 20th century Academic A. Krylov constructed a mechanical integrator for solving differential equations.

The first Soviet computer, a small-size computing machine (MESM) was tested in 1950 under Academician S. Lebedev. Next year it was put into operation. In a year MESM was followed by BESM, a large-size electronic computing machine, with 8000 operations per second.

Serial production of computers in the USSR has been started since 1953. That year U. Basilevsky headed the design and manufacture of computer STRELA. 1958 witnessed the production of M-20, computers of the first generation under the guidance of S. Lebedev. The first generation of electron tube computers was followed by the second generation of foto transistor computers, using magnetic logic ele​ments.

Starting with 1964 semiconductor computers Academician ‒    B.M. Glushkov URAL, BESM-4 and M-220 were produced. Under Academician Glushkov small-size computers MIR, MIR-2 and DNEPR were designed and tested at the Institute of Cybernetics.

In the late 60s together with other members of the Council of Mutual Economic Assistance the Soviet Union started on the program of Unified Computer System, the program concerned with the third generation of computers with high-speed perfor​mance and program compatibility.  
TEXT XXVII. CENTRAL PROCESSING UNIT
It is well known in computer science that the words 'computer' and 'processor' are used interchangeably. Speaking more precisely, 'computer' refers to the central processing unit (CPU) together with an internal memory. The internal memory, control and processing components make up the heart of the computer system. Manufactures design the CPU to control and carry out basic instructions for their particular computer.

The CPU coordinates all the activities of the various components of the computer. It determines which operations should be carried out and in what order. The CPU controls the operation of the entire system by issuing commands to other parts of the system and by acting on responses. When required it reads information from the memory, interprets instructions, performs operations on the data according to the instructions, writes the results back into the memory and moves information between memory levels or through the input-output ports.

In digital computers the CPU can be divided into two functional units called the control unit (CU) and the arithmetic-logical unit (ALU). These two units are made up of electronic circuits with millions of switches that can be in one of two states, either on or off.

The function of the CU within the central processor is to transmit coordinating control signals and commands. The control unit is that part of the computer that directs the sequence of step-by-step operations of the system, selects instructions and data from memory, interprets the program instructions, and controls the flow between main storage and the arithmetic-logical unit.

The ALU, on the other hand, is that part of the computer in which the actual arithmetic operations, namely, addition, subtraction, multiplication, division and exponentiation, called for in the instructions are performed.

Control unit functional diagram

Programs and the data on which the CU and the ALU operate, must be in internal memory in order to be processed. Thus, if located in secondary memory devices, such as disks or tapes, programs and data are first loaded into internal memory.
TEXT XXVIII. THE CPU MAIN COMPONENTS
As it is known the two functional units of the CPU are the control unit (CU) and the arithmetic-logical unit (ALU). The control unit manages and coordinates the entire computer system. It obtains instructions from the program stored in main memory, interprets the instructions, and issues signals that cause other units of the system to execute them.

The control unit operates by reading one instruction at a time from memory and taking the action called for by each instruction. In this way it controls the flow between the main storage and the arithmetic-logical unit.

The control unit has the following components: a counter that selects the instructions, one at a time, from memory; a register that temporarily holds the instructions read from memory while it is being executed; a decoder that takes the coded instruction and breaks it down into individual commands necessary to carry it out; a clock, which produces marks at regular intervals. These timing marks are electronic and very rapid.

The sequence of control unit operations is as follows. The next instruction to be executed is read out from primary storage into the storage register. The instruction is passed from the storage register to the instruction register. Then the operation part of the instruction is decoded so that the proper arithmetic or logical operation can be performed. The address of the operand is sent from the instruction register to the address register. At last the instruction counter register provides the address register with the address of the next instruction to be executed.

The arithmetic-logical unit (ALU) executes the processing operations called for by the instructions brought from main memory by the control unit. Binary arithmetic, the logical operations and some special functions are performed by the arithmetical-logical unit.
Data enter the ALU and return to main storage through the storage register. The accumulator serving as a register holds the results of processing operations. The results of arithmetic operations are returned to the accumulator for transfer to main storage through the storage register. The comparer performs logical comparisons of the contents of the storage register and the accumulator. Typically, the comparer tests for conditions such as "less than", "equal to", or "greater than".

So as you see the primary components of the arithmetic-logical unit are banks of
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bitable devices, which are called registers. Their purpose is to hold the numbers involved in the calculation and hold the results temporarily until they can be trans​ferred to memory. At the core of the ALU is a very high-speed binary adder, which is used to carry out at least the four basic arithmetic functions (addition, subtraction, multiplication and division). The logical unit consists of electronic circuitry which compares information and makes decisions based upon the results of the comparison.
TEXT XXIX.  INPUT OUTPUT ENVIRONMENT
Data and instructions must enter the data processing system, and information must leave it. These operations are performed by input and output (I/O) units that link the computer to its external environment.

The I/O environment may be human-related or human-independent. A remote banking terminal is an example of a human-related input environment, and a printer is an example of a device that produces output in a human-readable format. An example of a human-independent input environment is a device that measures traffic flow. A reel of magnetic tape upon which the collected data are stored in binary format is an example of a human-independent output.

Input-Output Interfaces. Data enter input units in forms that depend upon the particular device used. For example, data are entered from a keyboard in a manner similar to typing, and this differs from the way that data are entered by a bar-code scanner. However, regardless of the forms in which they receive their inputs, all input devices must provide a computer with data that are transformed into the binary codes that the primary memory of the computer is designed to accept. This transformation is accomplished by units called I/O interfaces. Input interfaces are designed to match the unique physical or electrical characteristics of input devices to the requirements of the computer system. Similarly, when output is available, output interfaces must be designed to reverse the process and to adapt the output to the external environment. These I/O interfaces are also called channels or input-output processors (IOP). The major differences between devices are the media that they use and the speed with which they are able to transfer data to or from primary storage.

Input-Output Device Speed. Input-output devices can be classified as high-speed, medium-speed, and low-speed. The devices are grouped according to their speed. It should be noted that the high-speed devices are entirely electronic in their operation or magnetic media that can be moved at high speed. Those high-speed devices are both input and output devices and are used as secondary storage. The low-speed devices are those with complex mechanical motion or operate at the speed of a human operator. The medium-speed devices are those that fall between ‒ they tend to have mechanical moving parts which are more complex than the high-speed devices but not as complex as the low-speed.

High-speed devices: magnetic disk; magnetic tape. Medium-speed devices: card readers; line printers; page printers; computer output microfilms; magnetic diskette; optical character readers; optical mark readers; visual displays.

Low-speed devices: bar-code readers; character printers; digitizers; keyboard input devices; plotters; voice recognition and response units.
TEXT XXX. INPUT DEVICES
There are several devices used for inputting information into the computer: a keyboard, some coordinate input devices, such as manipulators (a mouse, a track ball), touch panels and graphical plotting tables, scanners, digital cameras, TV tuners, sound cards etc.

When personal computers first became popular, the most common device used to transfer information from the user to the computer was the keyboard. It enables inputting numerical and text data. A standard keyboard has 104 keys and three more ones informing about the operating mode of light indicators in the upper right corner.

Later when the more advanced graphics became to develop, user found that a keyboard did not provide the design capabilities of graphics and text representation on the display. There appeared manipulators, a mouse and a track ball, that are usually used while operating with graphical interface. Each software program uses these buttons differently.

The mouse is an optic-mechanical input device. The mouse has three or two buttons which control the cursor movement across the screen. The mouse provides the cursor control thus simplifying user's orientation on the display. The mouse's primary functions are to help the user draw, point and select images on his computer display by moving the mouse across the screen.

In general software programs require to press one or more buttons, sometimes keeping them depressed or double-click them to issue changes in commands and to draw or to erase images. When you move the mouse across a flat surface, the ball located on the bottom side of the mouse turns two rollers. One is tracking the mouse's vertical movements, the other is tracking horizontal movements. The rotating ball glides easily, giving the user good control over the textual and graphical images. In portable computers touch panels or touch pads are used instead of manipulators. Moving a finger along the surface of the touch pad is transformed into the cursor movement across the screen.

Graphical plotting tables (plotters) find application in drawing and inputtig manuscript texts. You can draw, add notes and signs to electronic documents by means of a special pen. The quality of graphical plotting tables is characterized by permitting capacity, that is the number of lines per inch, and their capability to respond to the force of pen pressing.

Scanner is used for optical inputting of images (photographies, pictures, slides) and texts and converting them into the computer form.

Digital video cameras have been spread recently. They enable getting video images and photographs directly in digital computer format. Digital cameras give possibility to get high quality photos.

Sound cards produce sound conversion from analog to digital form. They are able to synthesize sounds. Special game-ports and joysticks are widely used in computer games.
TEXT XXXI. OUTPUT DEVICES. PRINTERS
Printers provide information in a permanent, human-readable form. They are the most commonly used output devices and are components of almost all computer systems. Printers vary greatly in performance and design. We will classify printers as character printers, line printers and page printers in order to identify three different approaches to printing, each with a different speed range. In addition, printers can be described as either impact or nonimpact. Printers that use electromechanical mechanisms that cause hammers to strike against a ribbon and the paper are called impact printers. Nonimpact printers do not hit or impact a ribbon to print.

Character printers print only one character at a time. A typewriter is an example of a character printer. Character printers are the type used with literally all microcomputers as well as on computers of all sizes whenever the printing requirements are not large. Character printers may be of several types. A letter-quality printer is a character printer which produces output of typewriter quality. Letter-quality printers typically have speeds ranging from 10 to 50 characters per second. Dot-matrix printers form each character as a pattern of dots. These printers have a lower quality of type but are generally faster printers than the letter-quality printers ‒ in the range of 50 to 200 characters per second. One of the newest types of character printer is the ink-jet printer. It sprays small drops of ink onto paper to form printed characters. The ink has a high iron content, which is affected by magnetic fields of the printer. These magnetic fields cause the ink to take the shape of a character as the ink approaches the paper.

Line printers are electromechanical machines used for high-volume paper output on most computer systems. Their printing speeds are such that to an observer they appear to be printing a line at a time. They are impact printers. The speeds of line printers vary from 100 to 2500 lines per minute. Line printers have been designed to use many different types of printing mechanisms. Two of the most common print mechanisms are the drum and the chain. Drum printers use a solid, cylindrical drum, rotating at a rapid speed. Speeds of drum printers vary from 200 to over 2000 lines per minute. Chain printers have their character set on a rapidly rotating chain called a print chain. Speeds of chain printers range from 400 to 2400 lines per minute. Page printers are high-speed nonimpact printers. Their printing rates are so high that output appears to emerge from the printer a page at a time. A variety of techniques are used in the design of page printers. These techniques, called electrophotographic techniques, have developed from the paper copier technology. Laser-beam printers use a combination of laser beam and electrophotographic techniques to create printer output at a rate equal to 18000 lines per minute.
TEXT XXXII. KEYBOARD DEVICES
1. There is a wide variety of keyboard devices, or terminals, available for use in entering data directly into a computer.

The visual display terminal (VDT) is the most popular type of I/O device in use today. It consists of a typewriter like keyboard for inputting and a cathode ray tube (CRT) for displaying output data. Each character entered through the keyboard is also displayed on the CRT. When keyed the data are held in a small memory, called a buffer, within the terminal itself. The data are not sent on to the computer until the operator presses an enter key on the keyboard. This allows the operator the opportunity to proofread or verify the data being entered by reading the data displayed on the screen. There are three major uses of VDT's: alphanumeric displays, graphic displays, and input through a light pen.

Alphanumeric displays. The most common use of the visual display terminal is to display alphanumeric data, that is, character data. Because of their relatively fast output rates and their ability to provide a viewer with an "instant" output, video dis​plays have replaced printers for many applications.

Graphic displays. Visual display terminals with a graphic display capability provide a very powerful and versatile tool for many users. Graphic-display devices provide not only a means of displaying high-resolution drawings but also the capability of manipulating and modifying the graphic display. The business person can use the graphic display to present data in the form of line charts, bar charts, or pie charts. Graphic displays can be very effective in information systems for business manager.

2. Different types of keyboard devices, such as visual display terminals, teleprinter terminals, and point-of-sale devices are among the keyboard devices.

A light pen is a photosensitive penlike instrument which can sense a position on the cathode ray tube (CRT) when the end of the pen is held against the screen. The light pen is an input device. By sensing the position on the screen when you touch it by the light pen, you are inputting data to the main storage. The light pen is commonly used by engineers to modify designs.

Teleprinter terminals. There are situations where it is desirable to have a printed copy of data outputted to a terminal. If a user finds a printed copy to be required, the solution could be a teleprinter terminal. A teleprinter terminal has a keyboard for input and a type-writer like printer for output. These printers are character printers and are therefore slower output devices than CRT displays.

A point-of-sale (POS) device is the electronic equivalent of a cash register, however it is capable of capturing more data than a cash register. Most point-of-sale devices are online terminals attached to a computer for processing the transaction while the customer is making the purchase. The significant features of most of the current electronic POS devices include: the capability of entering extensive information about the sale, the guiding of the operator through the possible transactions by a series of lighted indicators or messages, a provision for transmission of the data to a central computer, and the provision for a local computational capability such as price extensions and tax calculations.
TEXT XXXIII. SCANNERS
Scanners provide a capability for direct data entry into the computer system. The major advantage of this direct data entry is that humans do not have to key the data. This leads to faster and more accurate data entry. The two major types of scanners are optical scanners and magnetic-ink character recognition devices. Optical scanners are input devices that can "read" data recorded on paper. The scanning techniques used involve a light source and light sensors; thus, they are called optical devices. The data to be scanned may be typed or handwritten characters, data-coded as pencil marks, or data-coded as bars. The common optical scanner devices are called optical character readers, optical mark readers, and bar-code readers.

An optical character reader (OCR) inputs data by using optical scanning mechanisms that can detect or scan alphabetic and numeric characters printed on paper. If the data are typewritten, they must be typed using a special type font, called an OCR font. Examples of the use of OCR devices include the scanners used by the Postal Service to aid in sorting bulk mail, and as first-draft input for word processing system.

Optical mark readers (OMR) are able to detect pencil marks, made on special paper forms. The actual inputting of data through an OMR device involves shining a light on the page being scanned and detecting the reflections from the pencil marks. Pencil marks made with a soft lead pencil (high graphite content) will reflect the light. It is this reflection that the OMR device detects.

Optical bar-code readers detect combinations of marks or printed bars that represent the data. Bar codes have been used for a number of years for some types of credit card processing and by the post office for mail sorting. It is very common to use bar-code readers in conjunction with point-of-sale devices. The most widely known bar code is the Universal Product Code (UPC), which now appears on almost all retail packages.

Magnetic-ink character recognition (MICR) devices were developed to assist the banking industry. MICR devices speed up data input for the banking industry by reading characters imprinted on paper documents using a magnetic ink (an ink that contains iron oxide particles). Check and deposit form processing is the largest application of MICR.
TEXT XXXIV. PERSONAL COMPUTERS
Personal computers are supposed to appear in the late 1970s. One of the first and most popular personal computers was the Apple II, introduced in 1977 by Apple Computer. During the late 1970s and early 1980s, new models and competitive operating systems seemed to appear daily. Then, in 1981, IBM entered the fray with its first personal computer, known as the IBM PC. The IBM PC quickly became the personal computer of choice, and most other personal computer manufacturers fell by the way-side. One of the few companies to survive IBM's onslaught was Apple Computer, which is sure to remain a major player in the personal computer marketplace. In less than a decade the microcomputer has been transformed from a calculator and hobbyist's toy into a personal computer for almost everyone. What is a personal computer? How can this device be characterized?

First, a personal computer being microprocessor-based, its central processing unit, called a microprocessor unit, or MPU, is concentrated on a single silicon chip.
Second, a PC has a memory and word size that are smaller than those of minicomputers and large computers. Typical word sizes are 8 or 16 bits, and main memories range in size from 16 К to 512 K.
Third, a personal computer uses smaller, less expensive, and less powerful input, output and storage components than do large computer systems. Most often, input is by means of a keyboard, soft-copy output being displayed on a cathode-ray tube screen. Hard-copy output is produced on a low-speed character printer.
A PC employs floppy disks as the principal online and offline storage devices and also as input and output media.
Finally, a PC is a general-purpose, stand-alone system that can begin to work when plugged in and be moved from place to place.
Probably the most distinguishing feature of a personal computer is that it is used by an individual, usually in an interactive mode. Regardless of the purpose for which it is used, either for leisure activities in the home or for business applications in the office, we can consider it to be a personal computer.
TEXT XXXV. MICROCOMPUTER SYSTEM ORGANIZATION
1. The organization of a microcomputer system is the same as that of a larger computer system. The microprocessor unit (MPU), usually concentrated in a single chip, consists of the control unit and the arithmetic logical unit. Internal memory is made up of random access memory (RAM) and read-only memory (ROM). Because RAM is only temporary storage, all microcomputers require some instructions to get started after they are turned on, and these are contained in ROM.          A microcomputer includes both an MPU and internal memory.

The portion of the system software that is in ROM brings into RAM the additional instructions required to operate the microcomputer. Typically these instructions are stored on a magnetic disk; hence, they are called a disk operating system, or DOS. This start-up process is called bootstrapping. ROM also contains other programs that help to make personal computers easy to use, such as a programming language. Computer games are also stored in ROM cartridges.

In addition to the MPU, RAM, ROM, and associated control circuits, other components, called peripheral devices, are needed to make a complete microcomputer system. The principal peripheral units are: input devices, output devices, mass storage units, and communication components. Like a DOS, the programs that control the flow of data between a microcomputer and its peripheral devices are a part of systems software.

The most common input device used witlwersonal computers is the keyboard. Most personal computer keyboards have extra keys that perform special functions and that can be used to control the movement of a cursor on a screen. A leverlike device, called a joystick, is also used as an input device, commonly for playing video games.

2. The CRT (cathode-ray tube) screen used with personal computers is called a monitor. Keyboards and monitors may be part of a single unit that also contains the microcomputer and the disc drives, or they may be separate units. Besides the monitor, the most common input units are dot-matrix and letter-quality printers. Dot-matrix printers are suitable for most microcomputer applications. Letter-quality printers are usually used for high-quality office correspondence. Both types of printers are considered to be low-speed character printers.

Mass storage units are available over a range of capacities and access times. Floppy disks, or diskettes, are the most common mass storage media. They store patterns of bits on magnetically coated, flexible plastic platters. A floppy disk platter is sealed permanently in a paper jacket with a small window for reading and writing. Hard disk storage systems are also available. They may be fixed or removable. Some mass storage units contain both floppy and hard disk devices.

Low-cost modulator-demodulator devices, called modems, that allow microcomputer systems to communicate over telephone lines have become increasingly popular. Modems permit networks of personal computer owners to exchange information or to access large data banks. These data banks may be dedi​cated to special applications, such as law or medicine, or they may provide a variety of consumer services.
TEXT XXXVI. COMPUTER PROGRAMMING.
Programming is the process of preparing a set of coded instructions which enables the computer to solve specific problems or to perform specific functions. The essence of computer programming is the encoding of the program for the computer by means of algorithms. The thing is that any problem is expressed in mathematical terms, it contains formulae, equations and calculations. But the computer cannot manipulate formulae, equations and calculations. Any problem must be specially processed for the computer to understand it, that is ‒ coded or programmed.

The phase in which the system's computer programs are written is called the development phase. The programs are lists of instructions that will be followed by the control unit of the central processing unit (CPU). The instructions of the program must be complete and in the appropriate sequence, or else the wrong answers will result. To guard against these errors in logic and to document the program's logical approach, logic plans should be developed.

There are two common techniques for planning the logic of a program. The first technique is flowcharting. A flowchart is a plan in the form of a graphic or pictorial representation that uses predefined symbols to illustrate the program logic. It is, there​fore, a "picture" of the logical steps to be performed by the computer. Each of the predefined symbol shapes stands for a general operation. The symbol shape communicates the nature of the general operation, and the specifics are written within the symbol. A plastic or metal guide called a template is used to make drawing the symbols easier.

The second technique for planning program logic is called pseudocode. Pseudocode is an imitation of actual program instructions. It allows a program-like structure without the burden of programming rules to follow. Pseudocode is less time-consuming for the professional programmer than is flowcharting. It also emphasizes a top-down approach to program structure.

Pseudocode has three basic structures: sequence, decision, and looping logic. With these three structures, any required logic can be expressed.
TEXT XXXVII. DIFFERENT MICROPROCESSORS OF INTEL
​The 8088 is the 16-​bit microprocessor ​ controls the standard IBM personal computers, including the orig​inal РС, the РС/ХТ, the portable РС, and the PCjr. Almost every bit of data that enters or leaves the computer passes through the СРО to bе processed. Inside the 8088, 14 registers provide а working area for data transfer and processing. These ​internal regis​ters, forming аn area 28 bytes in size, are able to temporarily store data, memory addresses, instruction pointers, and status and control flags. Through these registers, the 8088 can access 1 МВ (megabyte), or more than one million bytes, of memory.
Тhе 8086 is used in the PS/2 models 25 and 30 (and also in many IBM РС clones). The 8086 differs from the 8088 in оn1у оnе minor respect: it uses а full 16-​bit data bus instead of the 8-​bit bus that the 8088 uses. (The dif​ference between 8​-bit and 16-​bit buses is discussed below.) Virtually anything that you read about​ the 8086 also applies to the 8088; for programming purposes, consider them identical. 
The 80286 is used in the РС/АТ and in the PS/2 models 50 and 60. Although fully compatible with the 8086, the 80286 supports extra programming features that let it execute programs much more quickly than the 8086. Per​haps the most important enhancement to the 80286 is its support for multitasking. Multitasking is the ability of а СРО to perform sever​al tasks at а time ​ such as printing а document and calculating а spreadsheet ​‒ bу quickly switching its attention among the controlling programs. 

The 8088 used in а РС or РС/ХТ can support multitask​ing with the help of sophisticated control software. However, аn 80286 can do а much better job of multitask​ing because it executes programs more quickly and ad​dresses much more memory than the 8088. Moreover, the 80286 was designed to prevent tasks from interfering with each other. The 80286 can run in either of two operating modes: real mode or protected mode. In real mode, the 80286 is programmed exactly like an 8086. It can access the same 1 МВ range of memory addresses as the 8086. In protected mode, however, the 80286 reserves а predetermined amount of memory for an executing program, preventing that memory from being used by any other program. This means that several programs can execute concurrently without the risk of оnе program accidentally changing the con​tents of another program's memory area. An operating system using 80286 protected mode сап allocate memory among several different tasks much more effectively than сan an 8086-based operating system. 
The PS/2 Model 80 uses the 80386, а faster, more powerful microprocessor than the 80286. The 80386 sup​ports the​ same basic functions as the 8086 and offers the same protected​-mode memory management as the 80286. 
However, the 80386 offers two important advantages its predecessors: 

The 80386 is а 32​-bit microprocessor with 32-​bit reg​isters. It can perform computations and address memory 32 bits at а time instead of 16 bits at a time. 
The 80386 offers more flexible memory management than the 80286 and 3086.
TEXT XXXVIII. DESIGN PHILOSOPHY
Before leaping into the following chapters, we should discuss the design philosophy behind the РС family. This will help you understand what is (and what isn't) impor​tant or useful to you. 

Part of the design philosophy of the IBM personal computer family centers ​round а set of ROM BIOS service routines that provide essentially all the control func​tions and operations that IBM considers necessary. The basic philosophy of the РС family is: let the ROM BIOS do it; don't mess with direct control. In our judgment, this is а sound idea that has several beneficial results. Using the ROM BIOS routines encourages good programming practices, and it avoids some of the kludgy tricks that have been the curse of many other computers. It also increases the chances of your programs working оn every member of the РС family. In addition, it gives IBM more flexibility in making improvements and additions to the line of РС computers. However, it would bе naive for us to simply say to you, “Don’t mess with direct control of the hardware”. For good reasons or bad, you may want or may need to have your programs work as directly w​ith the computer hardware as possible, doing what is colorfully called “programming down to the bare metal”. 
Still, as the РС family has evolved, programmers have had the opportunity to work with increasingly powerful hardware and system software. The newer members of the РС family provide faster hardware and better system soft​ware, so direct programming of the hardware does not nec​essarily result in significantly faster programs. For ex​ample, with an IВМ РС running DOS, the fastest way to display text on the video display is to use assembly​ language routines that bypass DOS and directly program the video hardware. Video screen output is many times slower if you route it through. Contrast this with а РС/АТ or PS/2 running OS/2, where the best way to put text оп the screen is to use the operating system output functions. The faster hardware and the efficient video output servic​es in OS/4 make direct programming unnecessary. 
As you read the programming details we present in this book, keep in mind that you can often obtain а result or accomplish а programming task through several, including direct hardware programming, calling the ROM BIOS, or using some service. You must always balance portability, convenience, and performance as you weigh the alternatives. The more you know about what the hardware, the ROM BIOS, and the operating system can do, the better your programs can use them.
TEXT XXXIX. BOOT-UP PROCESS

Before your personal computer is turned on, it is a dead collection of sheet metal, plastic, metallic tracings, and tiny flakes of silicon. When you push the On switch, one little burst of electricity ‒ only about 3-5 volts ‒ starts a string of events that magically brings to life what otherwise would remain an oversized paperweight. 

Even with that spark of life in it, however, the PC is still stupid at first. It has some primitive sense of self as it checks to see what parts are installed and working, like those patients who've awakened from a coma and check to be sure they have all their arms and legs and that all their joints still work. But beyond taking inventory of itself, the newly awakened PC still can't do anything really useful; certainly nothing we would even remotely think of as intelligent. 

At best, the newly awakened PC can search for intelligence ‒ intelligence in the form of an operating system that gives structure to the PC's primitive, amoebic existence. Then comes a true education in the form of application software ‒ programs that tell the PC how to do tasks faster and more accurately than we could. The PC becomes a student who has surpassed its teacher.

But not all kinds of computers have to endure such a torturous rebirth each time they're turned on. You encounter daily many computers that spring to life fully formed at the instant they're switched on. You might not think of them as computers, but they are: calculators, your car's electronic ignition, the timer in the microwave, and the unfathomable programmer in your VCR. The difference between these and the big box on your desk is hard-wiring. Computers built to accomplish only one task ‒ and they are efficient about doing that task ‒ are hard-wired. But that means they are more like idiot savants than sages.

What makes your PC such a miraculous device is that each time you turn it on, it is a tabula rasa, capable of doing anything your creativity ‒ or, more usually, the creativity of professional programmers ‒ can imagine for it to do. It is a calculating machine, an artist's canvas, a magical typewriter, an unerring accountant, and a host of other tools. To transform it from one person to another merely requires setting some of the microscopic switches buried in the hearts of the microchips, a task accomplished by typing a command or by clicking with your mouse on some tiny icon on the screen.
Such intelligence is fragile and short-lived. All those millions of microscopic switches are constantly flipping on and off in time to dashing surges of electricity. All it takes is an errant instruction or a stray misreading of a single switch to send this wonderful golem into a state of catatonia. Or press the off switch and what was a pulsing artificial life dies without a whimper. Then the next time you turn it on, birth begins all over again.
TEXT XXXX. KEY CONCEPTS OF BOOT-UP PROCESS
BIOS (basic input/output system) A collection of software codes built into a PC that handle some of the fundamental tasks of sending data from one part of the computer to another.
boot or boot-up The process that takes place when a PC is turned on and performs the routines necessary to get all the components functioning properly and the operating system loaded. The term comes from the concept of lifting yourself by your bootstraps.
circuit board Originally, wires ran from and to any component in any electrical device, not just computers. A circuit board replaces the need for separate wiring with the metallic traces printed on the board sometimes also on the bottom of the board and in a hidden middle layer. The traces lead to connections for processors, resistors, capacitors, and other electrical components. The importance of the circuit board is that its entire creation can be automated, and the board packs more components into an ever-smaller space.
clock A microchip that regulates the timing and speed of all the computer's functions. The chip includes a crystal that vibrates at a certain frequency when electricity is applied to it. The shortest length of time in which a computer can perform some operation is one clock, or one vibration of the clock chip. The speed of clocks ‒ and therefore, computers ‒ is expressed in megahertz (MHz). One megahertz is 1 million cycles, or vibrations, a second. Thus, a PC can be described as having a 200 or 300 MHz processor, which means that the processor has been designed to work with a clock chip running at that speed. 
CMOS An acronym for complementary metal-oxide semiconductor ‒ a term that describes how a CMOS microchip is manufactured. Powered by a small battery, the CMOS chip retains rucial information about what hardware a PC comprises even when power is turned off. 
CPU An acronym for central processing unit, it is used to mean the microprocessor ‒ also, processor ‒ which is a microchip that processes the information and the code (instructions) used by a computer. The "brains" of a computer. 
expansion slot Most PCs have unused slots into which the owner can plug circuit boards and hardware to add to the computer's capabilities. Most slots today are personal computer interface (PCI). One other slot, the accelerated graphics port (AGP), accepts a video card designed to move images out of memory quickly ‒ you might see shorter slots on older computers. These are industry standard architecture (ISA), the only type of slots on the first PC. 
motherboard A sheet of plastic onto which metallic circuits have been printed and to which slots for other components wait to receive daughterboards, smaller circuit boards that add to the motherboard capabilities. 
operating system Software that exists to control the operations of hardware. Essentially, the operating system directs any operation, such as writing data to memory or to disk, and regulates the use of hardware among several application programs that are running at the same time. This frees program developers from having to write their own code for these most basic operations. 
ROM and RAM Acronyms for Read Only Memory and Random Access Memory. ROM is memory chips or data stored on disks that can be read by the computer's processor. The PC cannot write new data to those chips or disk drives. RAM is memory or disks that can be both read and written to. Random access memory really is a misnomer because even ROM can be accessed randomly. The term originally was used to distinguish RAM from data and software that was stored on magnetic tape, and which could be accessed only sequentially. That is, to get to the last chunk of data or code on a tape, a computer must read through all the information contained on the tape until it finds the location where it stored the data or code for which it is looking. In contrast, a computer can jump directly to any information stored in random locations in RAM chips or on disk. 
system files Small disk files that contain software code that are the first files a computer reads from disk when it is booted. On DOS and Windows systems, the files are named IO.SYS and MSDOS.SYS and are hidden so that ordinarily you cannot see them in a listing of files on a disk. The system files contain the information needed, following the initial hardware boot, to load the rest of an operating system. In DOS, one other system file is COMMAND.COM, which contains the operating system's basic functions, such as displaying a list of files (a directory). A boot disk must contain all three files for a PC to start up. System files can also include CONFIG.SYS, which makes some initial settings of hardware, and AUTOEXEC.BAT, a collection of commands that are executed when all other boot functions are finished. In Windows 95, 98, and Me, the Registry ‒ consisting of the two hidden files USER.DAT and SYSTEM.DAT ‒ is also necessary for Windows to run and can be considered a system file. 
write and read Writing is the process by which a computer stores data in either RAM chips or on a disk drive. Reading is the process by which a computer transfers data or software code from a
drive to RAM or from RAM to the microprocessor.
TEXT XXXXI. MICROCHIPS
THOMAS Edison in 1 883 noticed that electrical current flowing through a light bulb's filament could make the wire so hot that electrons boiled off, sailing through the vacuum inside the bulb to a metal plate that had a positive charge. Because Edison didn't see any way the phenomenon would help him perfect the light bulb, he only made a notation of the effect, which he named after himself. The effect sat on the shelf until 1904, when a former Edison employee, inventor John Fleming, went to work for the Marconi Radio Company.

For his first assignment, finding a better way to receive distant radio signals, Fleming began experimenting with the Edison effect. He discovered that radio waves passing through an airless tube created a varying direct current, which could be used with headphones to reproduce the sound carried by the waves. Fleming named it the oscillation valve and applied for a patent. Marconi, though, chose another, less expensive technology: a crystal wave detector.

The discoveries sat on the shelf until radio pioneer Lee DeForest read about Fleming's valve and built one himself. The valve he created in 1 906 had something new: a grid made of nickel wire placed between the filament and the plate. Applying even a small electrical charge to the grid disrupted the flow of electrons from the filament to the plate. It was the beginning of the vacuum tube, which essentially let a small amount of electrical current control a much larger flow of current.

If you're not at least old enough to be part of the baby boom generation, you might never have seen more than one type of vacuum tube ‒ the cathode ray tube (CRT) that displays images on desktop PC monitors and the ordinary TV screen. Except for CRTs ‒ and in the sound systems of audiophiles who swear vacuum tube amplifiers are better than transistorized amps ‒ vacuum tubes are rarely used in modern electronics. It isn't the amplifying capabilities of the vacuum tube that have made it one of the seminal discoveries of science. It is the vacuum tube's capability to act as a switch. When a small amount of current was applied to the grid, it turned off a much stronger current. Turn off the electricity going to the grid, and the larger current is switched back on. On, off. Off, on. Simple.
Essentially, a computer is just a collection of on/off switches, which at first doesn't seem very useful. But imagine a large array of light bulbs ‒ say, 10 rows that each have 100 light bulbs in them.

Each bulb is connected to a light switch. If you turn on the right combination of switches, you can put your name in lights.

Computers are similar to that bank of lights, with one important difference: A computer can sense which light bulbs are on and use that information to turn on other switches. If the pattern of on switches spells "Tom," the computer could be programmed to associate the Tom pattern with instructions to turn on another group of switches to spell "boy." If the pattern spells "Mary," the computer could turn on a different group of switches to spell "girl."

The two-pronged concept of On and Off maps perfectly with the binary number system, which uses only 0 and 1 to represent all numbers. By manipulating a roomful of vacuum tubes, early computer engineers could perform binary mathematical calculations, and by assigning alphanumeric characters to certain numbers, they could manipulate text.

The problem with those first computers, however, was that the intense heat generated by the hundreds of vacuum tubes made them notoriously unreliable. The heat caused many components to deteriorate and consumed enormous amounts of power. But for vacuum tubes to work as switched, the tubes didn't really need to generate the immense flow of electrons that they created. A small flow would do quite nicely, but vacuum tubes were big. They worked on a human scale in which each part could be seen with the naked eye. They were simply too crude to produce more subtle flows of electrons. Transistors changed the way computers could be built. A transistor is essentially a vacuum tube built, not to human size, but on a microscopic scale. Because it's small, a transistor requires less power to generate a flow of electrons. Because it uses less power, a transistor generates less heat, making computers more dependable. And the microscopic scale of transistors means that a computer that once took up an entire room now fits neatly on your lap. All microchips, whether they're microprocessors, a memory chip, or a special-purpose integrated circuit, are basically vast collections of transistors ‒ switches ‒ arranged in different patterns so that they accomplish different tasks. Doesn't sound like much. But it's turning out to be nearly everything.

TEXT XXXXII. WHAT IS WIFI?

The world of modem telecommunication technology is awash with acronyms, long numbers and other weird bits of code that few people understand. The term WiFi should be relatively easy because it’s a play on the words 'high-fidelity' or 'hi-fi1, which means sound reproduction that is very similar to the original. But 'WiFi' doesn't really stand for wireless fidelity. -It’s simply a catchy term for equipment using a particular wireless communication standard, or protocol, known as IEEE 802.11 (more about this bit of code later). Using this standard, computers and other devices can link in a wireless local area network (WLAN), which is a number of computers or computer-like devices that can talk to each other using high-frequency radio waves instead of connecting cables. The WLAN can in turn be hooked into the internet, usually with the aid of a cable.
Basically, then, WiFi is a generic name for the main method by which a WLAN is set up. But the term WiFi, as well as the technology itself, has evolved quite a bit since it was first coined in about 2000 and is now used more broadly, particularly by the general public, to mean a wide range of wireless communication technologies. 

Perhaps the most visible manifestation of WiFi is the coffee-shop laptop tuned cordlessly into a WLAN and hence into the worldwide web, but some phone users might also be doing it by WiFi. VoIP ('voice over the internet protocol') phones enable users to speak to others via the internet. The increasing availability of WiFi means that people with VoIP phones can use them more and more like mobile phones, talking with friends and colleagues over the internet from the same coffee-shop in WiFi they connect their laptops to the worldwide web. 

WiFi is used in many other applications as welL Some televisions are going WiFi, allowing viewers to wander about their houses with their own portable screens. One company recently offered a camera that connects to the internet via WiFi, allowing people to email photos to friends and colleagues directly from their cameras. A more mundane but widespread use of WiFi is in communication between computers and peripheral devices such as printers and projectors. 
The great advantage of WiFi over wired networks is that it does not require wires to connect it to a network. Potentially, WiFi and other wireless technologies could be made available everywhere to everyone, not only helping a business person on the move but also remote communities that might otherwise wait years for cables to reach them. 
WiFi equipment works by radio waves, which have a very wide and increasingly sought-after range of frequencies. If the world of communication technology is awash with acronyms, the radio wave spectrum is increasingly jammed with signals as different kinds of devices try to communicate with each other. Extremely low frequencies of 3-30 hertz (or cycles per second) are used for radio communications with submarines (the wavelengths can be thousands of kilometres in length).

In contrast, WiFi equipment uses radio waves in the frequency ranges 2.4-2.5 ana 4.9-5.8 gigahertz (GHz), with wavelengths of 60 and 120 millimetres. The ranges are classified by the International Telecommunication Union as 'super high frequency' and is much higher than the frequency used for AM radio (300-3000 kilohertz), short-wave radio (3-30 megahertz - MHz), and FM radio and television broadcasting (both 30-300 MHz). It is also generally a little higher than the frequency used for mobile phones and two-way radios (300 MHz to 3 GHz). Telstra's new Next G system, which allows high-speed wireless internet connections, operates at 850 MHz. 
Other devices that use radio waves in the super high frequency range include microwaves, automatic roller doors and cordless phones. Bluetooth, a form of wireless technology normally used for very short-range communication between devices such as a laptop and a personal digital assistant (PDA), operates at about 2.4 GHz.
TEXT XXXXIII. HOW SOFTWARE WORKS
Film, sound recordings, and radio broadcasts ‒ things we don't normally think of as software ‒ were, in fact, just that, and the most prevalent form of software in the first half of

 the 20th century.

The first computers had neither a keyboard nor a monitor, and they had no software. Their creators programmed instructions by tediously flipping a series of switches in a precise arrangement. This set up a pattern of on and off electrical currents the computer then used to activate more electrical switches in the form of vacuum tubes. Finally, the result was displayed in the form of a panel of lights turned off or on to represent the zeros and ones in the binary number system.

John von Neumann in 1945 first proposed the idea of a general-purpose electronic digital computer with a stored program. But the computer, the ENIAC, was not built until 1952. Meanwhile, scientists in England in 1948 created the Manchester Mark I, the first computer that could store a program electronically instead of making programmers set switches manually.

During the next two decades, computers gained such accoutrements as keyboards and displays. They used software in the form of punched cards, punched paper tape, and magnetic tape. All those forms of software were awkward and slow to use compared to modern software, but they made life much easier for early programmers.

Not that there were many programmers back then to have their lives made easier. Some of the earliest writers of software sprang from a model railroad club at MIT. The railroaders used telephone switches to control their complex system of tracks, crossings, and rail switches. In the railroad, they had created a simple and very specialized form of computer. They already thought in terms of switches, the perfect training for writing software.

Most of the software writing then was going on in the universities, military, and businesses that were big enough to afford the then room-filling computers, called mainframes. But regardless of where different programs originated, in the 1 960s they had one thing in common: They would work only on a specific computer for a specialized purpose. A program that was written, for example, to handle Gizmo Corp.'s payroll was customized specifically to match that company's accounting practices and record keeping, and it would run only on a computer configured like the one at Gizmo Corp. If another company wanted a payroll program, it was written from the ground up again. And if a manager at Gizmo wanted to look at payroll information from a different angle, the entire program had to be altered.

Programs back then had one other thing in compute: They were either very expensive or free. Computer companies, such as IBM, saw software as a tool to sell hardware ‒ "big iron." Because each program was a custom job ‒ in a discipline that was still pending itself ‒ companies expected to spend thousands of dollars. And compared to a computer that cost millions, a few thousand for software didn't seem so bad.

On the other hand, computer companies didn't charge for an operating system ‒ the crucial software that lets a computer run a program that performs specific applications. Programmers routinely swapped their software code with other programmers. Many programmers saw computers as more than business tools. Computers, somehow, were going to be the great equalizer. Information was going to be the next industrial revolution, and computers were going to give Joe Blow access to the same information available to the board of GM. Such idealism, joined with the fact that all programmers were really just in the learning stage, led to a philosophy that all software should be distributed free. That ideal is still alive today in the open source movement, where powerful operating systems such as Linux are free and users are encouraged to make improvements for all to share.

Gradually, the nature of software changed. Computer companies began «bundling software from hardware. A new working class ‒ the "cowboy," programmer for hire ‒ traveled from company to company customizing programs and then moving on. In the mid-60s, it occurred to some of these cowboys that they could write one program and sell it to several companies. A new market was born.
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